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ABSTRAK 

vi 

 

 

 

 

Teknologi memainkan peran penting dalam kehidupan sehari-hari masyarakat 

modern, termasuk dalam penyiaran televisi. Pada bulan November 2022, 

pemerintah mengimplementasikan peralihan dari siaran televisi analog ke siaran 

digital. Perubahan ini menimbulkan beragam tanggapan dan opini dari pengguna 

media sosial Twitter terkait penggunaan televisi digital. Oleh karena  itu, dilakukan 

analisis sentimen menggunakan algoritma Deep Neural  Network (DNN) yang 

merupakan salah satu algoritma Deep Learning berbasis jaringan saraf tiruan 

manusia yang dapat digunakan untuk pengambilan keputusan dengan 

menggunakan parameter pada input layer, jumlah hidden layer, nilai learning rate, 

output layer dan jumlah neuron di setiap lapisan serta memberikan variasi pada 

jumlah hidden layer untuk menguji performa model. Hasil analisis sentimen 

menunjukkan bahwa sekitar 62,5% opini bersifat positif dan 37,5% bersifat negatif. 

Selain itu, metode DNN mampu mencapai tingkat akurasi sebesar 97,06% dalam 

memprediksi sentimen opini masyarakat melalui media sosial Twitter. Hal ini 

menunjukkan bahwa DNN merupakan pendekatan yang efektif dalam 

menganalisis sentimen masyarakat terkait topik tertentu. 

 

Kata Kunci: TV Digital, Twitter, Deep Neural Network 
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ABSTRACS 

 

Technology plays an important role in the daily life of modern society, including in 

television broadcasting. In November 2022, the government implemented a switch 

from analogue to digital television broadcasting. This change led to various 

responses and opinions from Twitter social media users regarding the use of digital 

television. Therefore, sentiment analysis was conducted using the Deep Neural 

Network (DNN) algorithm, which is one of the Deep Learning algorithms based on 

human artificial neural networks that can be used  for decision making by using 

parameters on the input layer, number of hidden layers, learning rate value, output 

layer and number of neurons in each layer and providing variations in the number 

of hidden layers to test the performance of the model. The sentiment analysis results 

show that about 62.5% of opinions are positive and 37.5% are negative. In 

addition, the DNN method is able to achieve an accuracy rate of 97.06% in 

predicting public opinion sentiment through Twitter social media. This shows that 

DNN is an effective approach in analyzing public sentiment related to certain 

topics. 

 

Keywords: Digital Television, Twitter, Deep Neural Network 
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BAB I 

PENDAHULUAN 

1.1 Latar Belakang 

 

Perkembangan teknologi yang ada di Indonesia sudah semakin maju, hal ini 

berdampak terhadap perkembangan teknologi penyiaran televisi menjadi digital. 

Media televisi mempunyai peran penting bagi masyarakat Indonesia karena 

dianggap sangat berguna dalam menyampaikan suatu informasi yang menyediakan 

tentang isu-isu politik maupun sosial, hiburan untuk keluarga dan memberitakan 

perekonomian yang sedang terjadi di masyarakat [1]. Pemerintah melalui 

Kementrian Komunikasi dan Informasi (Kominfo) telah melakukan kebijakan 

siaran TV berbasis digital dan menghentikan siaran TV analog. Hal tersebut telah 

dilakukan pada November 2022 lalu. Kebijakan yang disebut dengan istilah 

Analogue Switch Off (ASO) atau peralihan siaran ke digital secara bertahap [2]. 

Dengan adanya siaran digital, pemerintah menjanjikan perbaikan dalam 

penayangan gambar dan suara yang lebih berkualitas. Sebagian masyarakat 

Indonesia telah menggunakan televisi berbasis digital, namun masih banyak 

masyarakat yang ramai memperbincangkan TV digital setelah pemerintah 

memutus siaran analog. Mayarakat mengeluhkan kebijakan tersebut karena dirasa 

masih belum siap akan perubahan yang telah ditetapkan, sehingga banyak 

tanggapan tentang penggunaan TV digital melalui media sosial tertuma di media 

sosial Twitter. 

Twitter adalah salah satu media sosial yang sering digunakan oleh 

penggunanya untuk mengekspresikan pendapat. Pendapat itu sendiri adalah salah 

satu sumber informasi berupa teks yang dikategorikan menjadi opini.  Opini adalah 

kalimat subjektif yang berisi persepsi seseorang mengenai suatu objek atau 

peristiwa [3]. Twitter menjadi media sosial yang mendorong penggunanya untuk 

berpikir kreatif dalam berkicau atau menggugah tweet, sehingga penggunaannya 

dibebaskan dalam memberikan tanggapan yang ingin disampaikan melalui tweet. 
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Tanggapan atau opini yang ingin disampaikan melaui tweet. Dengan hal tersebut 

Twitter merupakan salah satu jejaring media sosial yang popular digunakan 

masyarakat Indonesia. Menurut laporan Statista, terdapat 18,45 juta pengguna 

aplikasi yang didirikan oleh Jack Dorsey di Indonesia per Januari 2022, capaian ini 

menempatkan Indonesia sebagai negara pengguna Twitter terbanyak ke-5 di dunia 

[4]. 

Pada proyek akhir ini akan dilakukan analisis sentimen mengenai peralihan 

TV digital melalui media sosial Twitter menggunakan algoritma Deep Neural 

Network (DNN). Deep Learning adalah teknik dalam Neural Network yang 

merupakan syaraf tiruan manusia untuk mempercepat proses pembelajaran atau 

klasifikasi dalam menggunakan lapis yang banyak atau lebih dari 7 lapis [5]. 

Dengan menggunakan Deep Learning, waktu yang dibutuhkan untuk training akan 

semakin cepat dan mendapatkan akurasi yang lebih baik. Tujuan dari penelitian ini 

adalah menganalisis sentimen untuk mengetahui opini masyarakat terhadap TV 

digital melalui media sosial Twitter. Informasi yang didapatkan bisa menjadi bahan 

evaluasi dalam menerapkan kebijakan dari pemerintah guna meningkatkan 

kepercayaan dari masyarakat dan perbaikan untuk meningkatkan kualitas dari 

kebijakan yang telah dibuat dalam peralihan siaran televisi digital. 

 
1.2 Rumusan Masalah 

Berdasarkan latar belakang penelitian pada studi kasus sentimen peralihan 

TV digital, maka dapat diambil rumusan masalah sebagai berikut: 

1. Berapa banyak respon positif dan negatif masyarakat mengenai peralihan TV 

digital pada sentimen analisis menggunakan metode Deep Neural Network 

(DNN)? 

2. Bagaimana menerapkan metode Deep Neural Network (DNN) untuk 

melakukan analisis sentimen Twitter mengenai penggunaan TV digital? 
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1.3 Batasan Masalah 

Agar penelitian ini mencapai pada sasaran yang diinginkan, maka penulis 

membatasi permasalahan dalam penelitian sebagai berikut: 

1. Data yang diambil melalui sosial media Twitter sebanyak 1000 data. 

2. Data Twitter yang diambil menggunakan bahasa Indonesia. 

3. Sentimen yang dilabel hanya sentimen positif dan negatif. 

 
1.4 Tujuan dan Manfaat Penelitian 

1.4.1 Tujuan Penelitian 

a) Melakukan analisis sentimen mengenai penggunaan TV digital dengan 

menggunakan algoritma Deep Neural Network (DNN). 

b) Untuk mengetahui berapa nilai akurasi yang dihasilkan menggunakan 

metode Deep Neural Network (DNN). 

1.4.2 Manfaat Penelitian 

a) Bagi penulis, diharapkan dapat menerapkan algoritma Deep Neural 

Network (DNN) untuk mendapatkan hasil akurasi optimal dalam analisis 

opini serta mendapat wawasan mengenai peralihan TV digital. 

b) Bagi pemerintah, diharapkan penelitian ini dapat menjadi bahan evaluasi 

untuk pemerintah terhadap kebijakan yang dibuat sehingga akan menjadi 

perbaikan untuk kedepannya. 

c) Bagi universitas, diharapkan penelitian ini dapat menjadi literatur 

kepustakaan tentang penelitian kebijakan pemerintah terhadap peralihan 

TV digital. 
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1.5 Sistematika Penulisan 

 

Untuk memudahkan bagi pembaca dalam menganalisa dan memahami hasil 

dari penelitian yang dilakukan penulis, maka penulis membuat suatu sistematika 

yang dibagi atas beberapa bab sebagai berikut: 

BAB I: PENDAHULUAN 

Dalam bab ini dibahas mengenai: Latar belakang masalah, batasan masalah, 

rumusan masalah,   tujuan dan manfaat   penelitian,   serta sistematika 

penelitian. 

BAB II: TINJAUAN PUSTAKA 

Dalam bab ini membahas mengenai: Penelitian terkait dan dasar teori yang 

berkaitan dengan penelitian. 

BAB III: METODOLOGI PENELITIAN 

Dalam bab ini membahas mengenai: Tahapan penelitian, jenis dan sumber 

data, variabel penelitian, metode pengumpulan data dan metode analisis data. 

BAB IV: HASIL DAN PEMBAHASAN 

Dalam bab ini membahas mengenai: Hasil dari tahapan penelitian dan 

visualisasi dari hasil pengujian yang telah dilakukan serta akurasinya. 

BAB V: PENUTUP 

Dalam bab ini membahas mengenai: Kesimpulan dari hasil penelitian dan 

saran untuk penelitian selanjutnya. 

 

 

 

 

 

 

 

BAB V 
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PENUTUP 

 

Berdasarkan penelitian yang telah penulis lakukan pada analisis sentimen 

menggunakan algoritma Deep Neural Network (DNN) untuk menilai opini 

terhadap pengguna TV digital melalui social media twitter, dapat disimpulkan 

sebagai berikut: 

1. Data yang diambil pada data twitter menggunakan token API melalui tools 

RapidMiner sebanyak 1000 data dengan tweet berbahasa Indonesia dan 

pengambilan data dari yang terbaru serta yang populer. 

2. Dari hasil pengujian yang telah dilakukan dengan sebanyak 336 data hasil dari 

text processing, lalu melakukan pengujian dengan model DNN dengan 

eksperimen dua skenario 90:10 dan 80:20. Maka didapatkan hasil yang paling 

baik mencapai akurasi 97,06% dengan 7 hidden layers dan menggunakan 

learning rate 0.01 pada model DNN_05. 

3. Penggunaan learning rate pada pengujian suatu model cukup berpengaruh 

untuk mendapatkan hasil akurasi yang baik, dilihat pada hasil eksperimen 

skenario pertama yang mendapatkan akurasi yang lebih bagus dibandingkan 

dengan eksperimen skenario kedua. 

4. Dari hasil analisis yang telah dilakukan, bahwa penggunaan tv digital pada 

masyarakat khususnya pengguna twitter telah mendapatkan hasil yang positif 

dibandingkan ke arah negatif. Dilihat dengan banyaknya tanggapan positif 

yaitu 213 data dan tanggapan negatif 123 data. 

5.2 Saran 

Saran dari penulis untuk penelitian selanjutnya adalah sebagai berikut: 

1. Diharapkan untuk penelitian selanjutnya dapat melakukan perbandingan 

model DNN dengan menggunakan data yang lebih banyak. 

2. Dapat melakukan deploy model kedalam aplikasi berbentuk website. 
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