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ABSTRAK 

 

Berbagai aspek kehidupan telah menjadi lebih mudah berkat kemajuan teknologi, salah satunya 

aspek bisnis dan ekonomi. Perkembangan bisnis digital, terutama e-commerce, memungkinkan 

interaksi antara penjual dan pembeli berlangsung secara efektif dan efisien. Ulasan pelanggan 

bisa menjadi salah satu sumber utama informasi tentang kualitas produk dan layanan selama 

proses pengambilan keputusan pembelian. Oleh karena itu, kredibilitas dan keaslian ulasan 

sangat penting untuk menjaga kepercayaan pengguna dan integritas platform. 

Dataset yang digunakan dalam penelitian ini terdiri dari 887 ulasan berbahasa Indonesia yang 

dikumpulkan dari salah satu toko di platform Tokopedia. Pendekatan berbasis Natural 

Language Processing (NLP) dengan model DistilBERT digunakan untuk membangun sistem 

deteksi ulasan palsu. Cleaning, case folding dan tokenisasi adalah bagian dari proses 

preprocessing. Model dilatih dengan beberapa skenario tanpa dan dengan menggunakan 

oversampling. Untuk evaluasi, metrik yang digunakan adalah accuracy, precision, recall, F1- 

score, confusion matrix dan ROC-AUC digunakan. 

Dengan nilai akurasi 97%, F1-Score 0,97, dan ROC-AUC 0,9921, model dengan oversampling 

pada 50 epoch merupakan hasil yang terbaik. Selain itu, dengan nilai ROC-AUC yang tinggi, 

menunjukkan model memiliki kemampuan untuk mengimbangi ulasan asli dan palsu. Sistem 

akhir diimplementasikan ke dalam aplikasi web berbasis Streamlit yang dapat mendeteksi 

ulasan palsu dan membantu pengguna membuat keputusan yang lebih baik di platform e- 

commerce. 

 

Kata Kunci : Ulasan Palsu, DistilBERT, Natural Language Processing (NLP), Streamlit 
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ABSTRACT 

 

Various aspects of life have become easier thanks to technological advances, including 

business and economics. The development of digital businesses, particularly e-commerce, 

enables effective and efficient interactions between sellers and buyers. Customer reviews can 

be a primary source of information about product and service quality during the purchasing 

decision-making process. Therefore, the credibility and authenticity of reviews are crucial for 

maintaining user trust and platform integrity. 

The dataset used in this study consists of 887 Indonesian-language reviews collected from one 

of the stores on the Tokopedia platform. A Natural Language Processing (NLP)-based 

approach using the DistilBERT model was used to build a fake review detection system. 

Cleaning, case folding and tokenization were part of the preprocessing process. The model 

was trained with scenarios with and without oversampling. For evaluation, accuracy, 

precision, recall, F1-score, confusion matrix and ROC-AUC metrics were used. 

With an accuracy of 97%, an F1-score of 0.97, and a ROC-AUC of 0.9921, the model with 

oversampling at 50 epochs performed best. Furthermore, the high ROC-AUC value indicates 

the model's ability to differentiate between genuine and fake reviews. The final system was 

implemented into a Streamlit-based web application that can detect fake reviews and assist 

users in making better decisions on e-commerce platforms. 

 

Keywords: Fake Review, DistilBERT, Natural Language Processing (NLP), Streamlit 
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BAB I 
 

 

PENDAHULUAN 

1.1 Latar Belakang 

Setiap aspek kehidupan dipengaruhi oleh kemajuan teknologi dan kemudahan 

informasi saat ini. Misalnya, sosial media tidak hanya digunakan untuk mendapatkan 

informasi dan sarana unjuk diri, tetapi juga banyak digunakan untuk berbisnis, salah 

satunya bisnis jual beli yang dikenal sebagai toko online. Seiring teknologi yang semakin 

berkembang, banyak situs jual beli online yang menggabungkan berbagai toko online 

menjadi satu situs yang memudahkan pembeli mendapatkan barang yang mereka 

inginkan[1]. Istilah “toko online” pun bergeser menjadi “e-commerce” yang lebih luas 

cakupannya, termasuk seluruh ekosistem perdagangan elektronik. Munculnya banyak 

platform e-commerce membuat masyarakat sebagai konsumen sekarang dapat dengan 

mudah mendapatkan berbagai barang dan layanan[2]. Adanya transaksi pembayaran digital 

di e-commerce membuat belanja online lebih mudah[3]. Bahkan berdasarkan laporan yang 

diluncurkan Center of Economic and Law Studies pada 22 Desember 2024, di tahun 2024 

saja, nilai transaksi pembayaran digital di Indonesia mencapai Rp2.491,68 triliun[4]. 

Namun, ketika seseorang ingin mempertimbangkan melakukan transaksi di e-commerce, 

salah satu cara untuk mendapatkan informasi tentang produk dan layanan adalah dengan 

melihat ulasan yang ada. Dari ulasan ini, dapat ketahui kualitas dan kinerja produk dan 

layanan tersebut sebelumnya[5] 

Ulasan tentang produk adalah komponen penting yang memengaruhi keputusan 

pembelian. Ulasan yang diberikan oleh pelanggan lain memberikan informasi berharga 

tentang kualitas, keunggulan, dan pengalaman pengguna dengan produk tersebut[6]. Dalam 

hal ini, ulasan berfungsi sebagai referensi bagi calon pembeli untuk menilai apakah suatu 

produk layak dibeli atau tidak. Oleh karena itu, kredibilitas dan kebenaran ulasan sangat 

penting untuk menjaga integritas platform e-commerce. 

Munculnya ulasan palsu menjadi masalah besar bagi industri e-commerce. Ulasan palsu 

seringkali dibuat dengan tujuan menipu pelanggan dan meningkatkan penjualan produk 

tertentu, baik oleh penjual yang tidak jujur maupun pihak ketiga yang ingin merusak 

reputasi kompetitor[5]. Tanda-tanda ulasan palsu termasuk pola penulisan yang serupa, 

ulasan yang terlalu positif atau negatif, dan akun yang baru dibuat. Ulasan palsu berbasis 

AI muncul di berbagai industri, seperti e-commerce, penginapan, restoran, hingga layanan 
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seperti perawatan medis. The Transparency Company, Perusahaan pengawas teknologi asal 

Amerika, mengatakan mereka melihat peningkatan ulasan AI sejak pertengahan 2023. 

Dalam laporan terbarunya, The Transparency Company menyelidiki 73 juta ulasan di 

bidang rumah tangga, hukum, dan kesehatan. Hasilnya menunjukkan bahwa hampir 14% 

dari ulasan tersebut terindikasi palsu, dan sekitar 2,3 juta di antaranya diyakini dibuat 

sepenuhnya atau sebagian oleh kecerdasan buatan. Ini berdampak negatif pada penjual 

yang beroperasi secara etis serta membuat konsumen memilih keputusan yang salah[7]. 

Akibatnya, sistem yang efisien diperlukan untuk mengidentifikasi ulasan palsu dan 

melindungi pelanggan dan penjual yang jujur. 

Dalam penelitian yang berfokus pada deteksi ulasan palsu, ada banyak masalah yang 

perlu diperhatikan. Keterbatasan data berkualitas tinggi merupakan masalah utama, dan 

terkadang menyebabkan ketidakseimbangan data yang dapat membuat model bias 

terhadap kelas mayoritas. Penelitian yang hanya berfokus pada isi teks juga cenderung 

mengabaikan faktor penting seperti waktu penulisan atau pola perilaku pengguna, yang 

sebenarnya dapat menjadi sinyal kuat untuk mengidentifikasi kebenaran. Selain itu, 

masalah etika dan privasi muncul ketika data pribadi digunakan untuk meningkatkan fitur 

model. Karena model yang dilatih pada satu platform belum tentu bekerja dengan baik di 

platform lain, ada masalah lain dengan kemampuan generalisasi model yang rendah. 

Penelitian mengenai deteksi informasi palsu semakin berkembang dengan berbagai 

pendekatan yang diterapkan. Beberapa metode yang digunakan antara lain Support Vector 

Machine (SVM), Naïve Bayes[2], Random Forest[8], serta model berbasis Transformer 

seperti BERT, dan RoBERTa[5]. Studi penelitian yang membandingkan pretrained 

Transformer models, dengan hasil bahwa RoBERTa memiliki akurasi tertinggi (90,8%) 

sedangkan DistilBERT unggul dalam efisiensi waktu. Pengujian yang telah dilakukan 

dalam penelitian [2] menunjukkan bahwa meningkatkan jumlah dataset dan 

menyeimbangkan data dapat meningkatkan akurasi hasil pengujian dengan menambah 

jumlah dataset untuk penelitian selanjutnya. Hasil penelitian [5] menunjukkan bahwa 

model Transformer lebih baik daripada deep learning dalam menangani masalah deteksi 

ulasan palsu pada dataset Ott. Namun, hasil deep learning masih cukup baik, jadi 

penelitian selanjutnya disarankan harus menggunakan dataset ulasan palsu yang diambil 

dari scraping langsung. Kemampuan BERT untuk memahami konteks dan bahasa yang 

kompleks, klasifikasi berita palsu sangat akurat pada penelitian[9]. 
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Berdasarkan informasi hasil penelitian sebelumnya, penelitian deteksi ulasan palsu 

pada salah satu toko e-commerce kali ini menggunakan model DistilBERT yang termasuk 

dalam kategori deep learning, yang merupakan bagian dari machine learning berbasis 

Natural Language Processing (NLP)[10] dan merupakan versi lebih ringan dari BERT 

(Bidirectional Encoder Representations from Transformers)[11], yang dimaksudkan 

untuk mempercepat proses pelatihan dan inferensi tanpa mengurangi akurasi. Model ini 

dapat memahami konteks dan sifat bahasa yang terkandung dalam teks, sehingga dapat 

digunakan untuk menentukan apakah ulasan adalah asli atau palsu berdasarkan pola 

linguistik yang ada bahkan dengan jumlah data yang terbatas. 

Dataset ulasan pelanggan dari toko Herbilogy pada platform e-commerce lokal bernama 

Tokopedia yang di scraping pada tanggal 04 November 2022, akan digunakan dalam 

penelitian ini[2]. Dataset tersebut pernah digunakan pada deteksi ulasan palsu 

menggunakan SVM dan Naïve Bayes menunjukkan bahwa SVM memiliki akurasi lebih 

tinggi (94,38%) dalam mengklasifikasikan ulasan salah satu toko di Tokopedia. 

Diharapkan dengan menggunakan dataset ini, model DistilBERT dapat dilatih secara 

efektif untuk mendeteksi karakteristik yang membedakan ulasan asli dari palsu. Setelah 

pelatihan selesai, kinerja model akan dievaluasi menggunakan metrik accuracy, precision, 

recall, dan f1-score untuk mengukur efektivitasnya[12]. Selain itu, confusion matrix dan 

ROC-AUC akan digunakan untuk tingkat keberhasilan membedakan tiap kelas dan melihat 

secara rinci jumlah prediksi benar dan salah. 

Hasil yang diharapkan dari penelitian ini adalah pengembangan sistem deteksi ulasan 

palsu yang akurat dan efisien menggunakan model DistilBERT. Selain itu, penelitian ini 

bertujuan untuk memberikan wawasan mengenai faktor-faktor yang mempengaruhi kinerja 

model dalam mendeteksi ulasan palsu. Dengan implementasi hasil penelitian dalam bentuk 

aplikasi web sederhana menggunakan Streamlit, sehingga membantu pengguna dalam 

membuat keputusan pembelian yang lebih baik di platform e-commerce. 

 

1.2 Rumusan Masalah 

Berdasarkan latar belakang tersebut, rumusan masalah dalam penelitian ini adalah : 

1. Bagaimana pemodelan deteksi ulasan palsu menggunakan pendekatan model 

DistilBERT? 

2. Bagaimana hasil evaluasi performa model DistilBERT dalam mendeteksi ulasan palsu? 
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3. Bagaimana implementasi hasil pemodelan pada website menggunakan Streamlit? 

 

1.3 Batasan Masalah 

Berdasarkan latar belakang masalah diatas, batasan masalah diberikan agar didalam 

pembahasan dan isi yang ada didalam penulisan ini tidak melebar dan menyimpang dari 

judul. Adapun batasan-batasan yang diberikan adalah sebagai berikut : 

1. Penelitian ini akan dibatasi pada penggunaan dataset yang berisi ulasan produk dari 

toko bernama Herbilogy pada salah satu platform e-commerce yaitu Tokopedia tanpa 

mengidentifikasi metadata pengguna. 

2. Data ulasan palsu yang digunakan pada penelitian ini di scraping pada tanggal 4 

November 2022 dengan mengambil data sebanyak 887 ulasan[2]. 

3. Penelitian tidak memasukkan analisis ulasan multimedia seperti gambar atau video. 

4. Fokus penelitian adalah pada penerapan model DistilBERT untuk deteksi ulasan palsu. 

5. Hasil penelitian akan disajikan dalam bentuk aplikasi web sederhana menggunakan 

Streamlit. 

6. Penelitian ini tidak akan membahas aspek hukum atau etika terkait dengan ulasan palsu 

di e-commerce. 

1.4 Tujuan Penelitian 

1. Mengimplementasi dan mengembangkan model DistilBERT untuk mendeteksi ulasan 

palsu. 

2. Membandingkan hasil evaluasi performa model DistilBERT dengan model lain pada 

penelitian sebelumnya dalam mendeteksi ulasan palsu. 

3. Memberikan informasi tentang ulasan palsu pada website 

 

1.5 Manfaat Penelitian 

Penelitian ini diharapkan dapat memberikan manfaat dalam hal : 

1. Dapat mengenali dan mendeteksi karakteristik ulasan palsu dengan menggunakan 

model DistilBERT 

2. Memberikan alat bantu dalam menilai keaslian ulasan produk sehingga dapat membuat 

keputusan pembelian yang lebih baik. 

3. Penelitian ini dapat dijadikan studi literatur untuk penelitian selanjutnya. 
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1.6 Sistematika Penulisan 

Memberikan gambaran secara garis besar, dalam hal ini dijelaskan isi dari masing 

masing bab dari tugas akhir ini. Sistematika penulisan dalam pembuatan laporan ini sebagai 

berikut : 

 

BAB I : PENDAHULUAN 

Bab ini memuat latar belakang yang menjelaskan alasan pemilihan judul serta rumusan 

masalah, tujuan, manfaat, dan sistematika penulisan tugas akhir. 

 

BAB II : TINJAUAN PUSTAKA 

Bab ini berfokus pada dasar teori yang menjadi landasan penelitian serta penjelasan 

mengenai topik penelitian. Tinjauan pustaka ini memberikan pemahaman tentang konsep- 

konsep dasar yang relevan dengan penelitian. 

 

BAB III : METODOLOGI PENELITIAN 

Bab ini menjelaskan metode dan langkah-langkah yang digunakan dalam penelitian. 

Metodologi penelitian ini menjadi panduan dalam menjalankan penelitian. 

 

BAB IV : HASIL DAN PEMBAHASAN 

Bab ini memuat penjelasan hasil dari pertanyaan yang disebutkan di bagian pendahuluan. 

Semua aspek teoritis baik dari kuantitatif, kualitatif, maupun statistik, dibahas dalam bab 

ini. 

 

BAB V : PENUTUP 

Bab ini menguraikan hasil penelitian dan menjawab pertanyaan penelitian secara ringkas. 

Kesimpulan, keterbatasan penelitian, serta saran untuk menerapkan temuan penelitian atau 

melanjutkannya pada penelitian di masa mendatang. 
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2.1 Penelitian Terkait 
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PENUTUP 

 

Penelitian ini bertujuan untuk membangun sistem deteksi ulasan palsu menggunakan 

model DistilBERT, dataset yang digunakan berisi 887 ulasan dari salah satu toko di 

Tokopedia yang di scraping pada tanggal 4 November 2022 dan pernah digunakan pada 

penelitian sebelumnya[2]. Proses pelabelan data dilakukan secara manual oleh pemilik 

data yang juga bertindak sebagai annotator dengan pengalaman tiga tahun di bidang data. 

Model dilatih dalam enam skenario berbeda, yaitu tanpa dan dengan oversampling untuk 

mengatasi ketidakseimbangan kelas selama 20, 50, dan 100 epoch. Evaluasi dilakukan 

menggunakan metrik accuracy, precision, recall, F1-score, confusion matrix, dan ROC- 

AUC. 

Hasil evaluasi pengujian tanpa oversampling menunjukkan bahwa model mampu 

mencapai accuracy dan precision yang cukup tinggi diatas 0.85 terutama setelah 50 dan 

100 epoch. Namun, nilai recall tetap rendah dan fluktuatif sekitar 0.40 hingga 0.63, 

sehingga F1-score tertahan di kisaran 0.66 hingga 0.70. Ini menunjukkan bahwa model 

cenderung bias terhadap kelas mayoritas dan belum optimal dalam mengenali ulasan palsu 

secara konsisten. Sebaliknya, pada pengujian dengan oversampling, performa model 

meningkat signifikan. Accuracy dan F1-score stabil di angka 0.97, dengan recall 

mendekati atau mencapai 1.00 di hampir seluruh epoch. Skenario 50 epoch menunjukkan 

nilai ROC-AUC tertinggi sebesar 0.9921, menandakan kemampuan terbaik dalam 

membedakan kedua kelas secara probabilistik. 

Dengan demikian, dapat disimpulkan bahwa oversampling sangat berpengaruh 

terhadap kualitas klasifikasi, khususnya dalam meningkatkan kemampuan model 

mendeteksi ulasan palsu dan menyeimbangkan metrik evaluasi. Model DistilBERT yang 

dilatih dengan oversampling selama 50 epoch direkomendasikan sebagai model terbaik 

dalam studi ini. Model juga telah berhasil diimplementasikan ke dalam aplikasi web 

sederhana menggunakan Streamlit, sehingga pengguna dapat langsung menginput atau 

menguji ulasan untuk diprediksi. Hal ini membuktikan bahwa model tidak hanya kuat 

secara teoretis, tetapi juga praktis untuk digunakan di lingkungan nyata. Ini diharapkan 

dapat menjadi langkah awal yang kuat untuk mendukung ekosistem e-commerce yang 

lebih transparan dan kredibel. 
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5.1 Saran 

Berdasarkan hasil dan temuan penelitian ini, beberapa saran yang bisa dilakukan 

untuk pengembangan selanjutnya adalah : 

1. Perluasan dan diversifikasi dataset, dimana dataset yang digunakan pada penelitian ini 

hanya mencakup 887 ulasan berbahasa Indonesia dari satu toko. Untuk meningkatkan 

generalisasi model, disarankan menggunakan lebih banyak ulasan dari berbagai toko 

dan kategori. 

2. Pengujian menggunakan model algoritma lain dapat dilakukan sebagai perbandingan 

dengan hasil penelitian sebelumnya. 

3. Pengujian terhadap data ulasan baru yang lebih bervariasi secara bahasa dan konteks 

dapat dilakukan untuk mengukur ketahanan model terhadap konteks ulasan dan 

perubahan gaya bahasa. 

4. Peningkatan fitur deployment yang dibuat dapat dikembangkan lebih lanjut, misalnya 

dengan fitur unggah batch ulasan, analisis tren, atau visualisasi hasil prediksi bahkan 

integrasi langsung dengan toko untuk keperluan pemantauan reputasi toko secara real- 

time. 
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