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ABSTRAK

Plagiarisme dalam tugas pemrograman menjadi tantangan signifikan dalam dunia
akademik, terutama dalam proses penilaian yang adil dan objektif. Penelitian ini
bertujuan untuk mengembangkan sistem deteksi kemiripan kode menggunakan
arsitektur Siamese Neural Network (SNN) yang diintegrasikan dengan model
CodeBERT untuk memahami kesamaan semantik antar potongan kode Python.
Dataset diperoleh dari tugas mahasiswa Universitas Nusa Putra dan melalui tahap
preprocessing seperti augmentasi, embedding, labeling, dan balancing. Model SNN
dilatih untuk membedakan pasangan kode yang mirip dan tidak mirip dengan
evaluasi menggunakan metrik akurasi, presisi, recall, dan F'I-score. Hasil pelatihan
menunjukkan bahwa sistem mampu mendeteksi kemiripan kode secara akurat.
Sistem ini kemudian diimplementasikan dalam bentuk aplikasi web berbasis Flask
dan Firebase Authentication, yang memungkinkan dosen untuk mengunggah,
memeriksa, dan memantau hasil deteksi plagiarisme secara real-time. Penelitian ini
diharapkan dapat membantu meningkatkan kualitas penilaian akademik dan

mencegah terjadinya plagiarisme dalam tugas pemrograman.

Kata Kunci: Siamese Neural Network, CodeBERT, Deteksi Plagiarisme,
Kemiripan Kode, Tugas Mahasiswa, Deep Learning, Python
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ABSTRACT

Plagiarism in programming assignments poses a significant challenge in academic
environments, especially in ensuring fair and objective assessment. This study aims
to develop a code similarity detection system using a Siamese Neural Network
(SNN) architecture integrated with the CodeBERT model to capture semantic
similarities between Python code snippets. The dataset was collected from student
assignments at Nusa Putra University and underwent preprocessing stages such as
augmentation, embedding, labeling, and balancing. The SNN model was trained to
distinguish between similar and dissimilar code pairs and evaluated using
accuracy, precision, recall, and F1-score metrics. The training results indicate that
the system can accurately detect code similarity. The system is implemented as a
web application using Flask and Firebase Authentication, allowing lecturers to
upload, examine, and monitor plagiarism detection results in real time. This
research is expected to enhance academic assessment quality and help prevent

plagiarism in programming assignments.

Keywords: Siamese Neural Network, CodeBERT, Plagiarism Detection, Code
Similarity, Student Assignments, Deep Learning, Python.
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BAB I
PENDAHULUAN

1.1 Latar Belakang

Di era digital saat ini, keterampilan pemrograman menjadi salah satu
kemampuan yang sangat penting di berbagai bidang seperti teknologi informasi,
rekayasa perangkat lunak dan ilmu computer [1]. Banyak perguruan tinggi yang
menawarkan program studi di bidang ini, salah satunya mata kuliah dasar yang
menjadi pondasi penting adalah Dasar Pemrograman. Mata kuliah ini bertujuan
untuk membekali mahasiswa dengan kemampuan logika dan struktur dasar
pemrograman, seperti penggunaan variabel, percabangan, perulangan dan fungsi.
Penilaian pada mata kuliah ini umumnya berbentuk tugas-tugas berupa kode
program yang harus dikerjakan dan dikumpulkan oleh mahasiswa.

Salah satu masalah utama yang dihadapi dosen adalah mendeteksi kemiripan
kode dalam mata kuliah Dasar Pemrograman. Kemiripan kode dapat menjadi
indikasi plagiarisme yang merupakan masalah serius dalam dunia akademis [2].
Plagiarisme tidak hanya merugikan integritas akademik, tetapi juga menghambat
proses pembelajaran mahasiswa. Plagiarisme dalam pemrograman dapat
mengurangi kemampuan mahasiswa untuk belajar dan memahami konsep-konsep
dasar pemrograman [3] karena sering kali terjadi saat mahasiswa mengerjakan
tugas di mana banyak ditemukan kemiripan dalam Source Code yang dikumpulkan
akibat menyalin hasil penelitian atau merangkum karya orang lain tanpa
menyebutkan sumbernya [4]. Sehingga hal ini bisa menyebabkan adanya
ketergantungan terhadap orang lain dalam mengerjakan tugas dan tidak dapat
secara mandiri mengerjakan tugas yang diberikan oleh dosen khususnya dalam
mata kuliah pemrograman [5]. Oleh karena itu, penting untuk mengembangkan
sistem yang dapat secara otomatis mendeteksi kemiripan kode sehingga dosen
dapat memberikan penilaian yang lebih adil dan objektif.

Sebelum berkembangnya teknologi deep learning, deteksi plagiarisme dan
duplikasi dalam source code mengandalkan alat pendeteksi kemiripan otomatis [6],
beberapa di antaranya seperti JPlag [7] dan Algoritma Winnowing [5]. Meskipun

efektif untuk mendeteksi kemiripan sintaksis, metode-metode tradisional ini



memiliki keterbatasan dalam menangkap kemiripan semantik, terutama ketika kode
mengalami transformasi seperti perubahan nama variabel atau restrukturisasi [8].

Seiring dengan kemajuan teknologi deep learning, paradigma deteksi
kemiripan kode mengalami transformasi signifikan. Arsitektur deep learning
mampu secara otomatis mempelajari representasi hierarkis dan abstrak dari data
kode, memungkinkan pemahaman kemiripan pada level semantik yang lebih
mendalam [9]. Siamese Neural Networks merupakan salah satu arsitektur deep
learning yang dirancang khusus untuk pembelajaran metrik (metric learning) dan
tugas perbandingan kemiripan [10]. Arsitektur ini terdiri dari dua sub-jaringan
neural yang identik dengan berbagi bobot (weight sharing) memungkinkan model
mempelajari representasi vektor optimal di mana objek-objek yang mirip memiliki
jarak yang dekat dalam ruang fitur [11].

Dalam konteks deteksi kemiripan kode, model ini dapat digunakan untuk
membandingkan dua potongan kode dan menghasilkan nilai kemiripan berdasarkan
representasi fitur yang dipelajari [12]. Penelitian ini menggunakan dataset
berbentuk teks yang berisi kode program Python yang kemudian diproses
menggunakan teknik preprocessing seperti tokenisasi dan normalisasi untuk
mengoptimalkan kinerja model [13]. Setelah proses pelatihan dan evaluasi selesai,
model kemudian diintegrasikan ke dalam back-end menggunakan framework
seperti Flask untuk memudahkan pengguna dalam mengakses dan menggunakan
sistem secara real-time [14].

Selain itu, penelitian ini turut berkontribusi dalam mengembangkan metode
penilaian yang lebih objektif melalui otomatisasi deteksi kemiripan dalam tugas
kode program. Dengan adanya sistem ini, dosen dan mahasiswa dapat
memverifikasi setiap tugas secara menyeluruh guna mencegah terjadinya
plagiarisme akademik. Fitur utama dari sistem ini meliputi deteksi kemiripan kode
secara presisi, visualisasi hasil perbandingan, serta laporan evaluasi otomatis.
Manfaat yang diperoleh pengguna meliputi efisiensi waktu dalam proses penilaian,
peningkatan transparansi dalam evaluasi, serta jaminan bahwa penilaian dilakukan
berdasarkan kualitas dan orisinalitas kode yang ditulis oleh mahasiswa.

Secara keseluruhan, penelitian ini bertujuan untuk memberikan solusi yang

inovatif dalam menghadapi tantangan penilaian tugas coding. Dengan



memanfaatkan teknologi terkini seperti Siamese Neural Networks, sistem yang
dikembangkan dapat memberikan manfaat yang signifikan bagi dunia pendidikan,

khususnya dalam penilaian tugas coding mahasiswa.

1.2 Rumusan Masalah
Berdasarkan latar belakang yang telah diuraikan, permasalahan dalam penelitian
ini dapat dirumuskan sebagai berikut:

1. Bagaimana merancang arsitektur Siamese Neural Networks yang optimal
untuk mendeteksi kemiripan kode dalam tugas coding mahasiswa?

2. Bagaimana tingkat akurasi sistem yang dikembangkan dalam mendeteksi
kemiripan kode dibandingkan dengan penilaian manual yang dilakukan oleh
dosen?

3. Bagaimana implementasi sistem berbasis web yang dapat memfasilitasi

proses deteksi kemiripan kode secara efisien dan user-friendly?

1.3 Batasan Masalah
Agar penelitian ini lebih terarah dan fokus, maka ruang lingkup permasalahan

dibatasi sebagai berikut:

1. Penelitian ini hanya fokus pada deteksi kemiripan kode dalam bahasa
pemrograman Python untuk mata kuliah Dasar Pemrograman. Kode dalam
bahasa pemrograman lain tidak akan dianalisis dalam penelitian ini.

2. Dataset yang digunakan dalam penelitian ini adalah tugas coding
mahasiswa dari Universitas Nusa Putra yang telah dikumpulkan selama satu
semester. Tugas yang tidak lengkap atau tidak sesuai dengan kriteria akan
dieksklusi dari analisis.

3. Penelitian ini menggunakan arsitektur Siamese Neural Networks dengan
sub-jaringan berbasis LSTM (Long Short-Term Memory) untuk pemrosesan
sekuensial kode. Model lain seperti CNN atau Transformer tidak akan
dipertimbangkan dalam penelitian ini.

4. Evaluasi sistem difokuskan pada metrik akurasi, presisi, recall dan FI-
score. Analisis kompleksitas waktu komputasi dan penggunaan memori

tidak menjadi fokus utama penelitian.



5.

Implementasi sistem berbasis web menggunakan framework Flask untuk
back-end dan teknologi web standar (HTML, CSS, JavaScript) untuk front-
end. Integrasi dengan platform pembelajaran lain tidak termasuk dalam

ruang lingkup penelitian.

1.4 Tujuan Penelitian

Selaras dengan rumusan masalah yang telah ditetapkan, tujuan dari penelitian ini

adalah:

1.

Merancang dan mengimplementasikan arsitektur Siamese Neural Networks
yang dapat mengekstraksi fitur semantik dari kode Python secara efektif
untuk tugas deteksi kemiripan.

Mengukur dan menganalisis performa sistem dalam mendeteksi kemiripan
kode melalui evaluasi komprehensif menggunakan metrik akurasi, presisi,
recall, dan FI-score.

Mengembangkan aplikasi web yang terintegrasi dengan model Siamese
Neural Networks untuk memfasilitasi proses deteksi kemiripan kode secara
otomatis dan menyediakan antarmuka yang intuitif bagi pengguna.
Menyediakan sistem penilaian objektif yang dapat membantu dosen dalam
mengevaluasi orisinalitas tugas coding mahasiswa dan mencegah praktik

plagiarisme akademik.

1.5 Manfaat Penelitian

Adapun untuk beberapa manfaat dari penelitian ini adalah sebagai berikut :

1.

Penelitian ini akan memberikan kemudahan bagi dosen dalam menilai tugas
coding mahasiswa. Dengan sistem deteksi kemiripan kode, dosen tidak
perlu lagi memeriksa setiap tugas secara manual, sehingga dapat
menghemat waktu dan tenaga.

Dengan menggunakan teknologi seperti Siamese Neural Networks, sistem
ini dapat memberikan penilaian yang lebih tepat. Hal ini akan mengurangi
kemungkinan kesalahan dalam menilai kemiripan kode sehingga mahasiswa
mendapatkan penilaian yang lebih adil.

Sistem ini juga berfungsi untuk mencegah plagiarisme di kalangan

mahasiswa. Dengan mendeteksi kemiripan kode secara otomatis,



mahasiswa akan lebih termotivasi untuk menulis kode mereka sendiri dan
memahami konsep pemrograman dengan lebih baik.

4. Penelitian ini dapat memberikan wawasan dan dasar bagi penelitian
selanjutnya di bidang deteksi kemiripan kode. Hasil dan temuan dari
penelitian ini dapat digunakan oleh peneliti lain untuk mengembangkan

metode yang lebih baik dalam mendeteksi kemiripan kode.

1.6 Sistematika Penelitian
Memberikan gambaran secara garis besar, dalam hal ini dijelaskan isi dari
masing-masing bab dari tugas akhir ini. Sistematika penulisan dalam pembuatan
laporan ini sebagai berikut :
1. BABI PENDAHULUAN
Bab ini berisikan tentang latar belakang masalah, rumusan masalah, batasan
masalah, tujuan penelitian, dan sistematika penelitian tentang Pembuatan
Implementasi Siamese Neural Networks untuk deteksi kemiripan kode: Studi
Kasus Penilaian Tugas Coding Mahasiswa Nusa Putra.
2. BABII LANDASAN TEORI
Pada bab ini berisikan tentang dasar teori penjelasan, penelitian terdahulu
dan deskripsi kegiatan penelitian.
3. BABIII METODE PENELITIAN
Bab ini berisikan tentang metode yang digunakan yaitu metode Siamese
Network dan cara kerja pendeteksian kemiripan pada kode.
4. BAB IV HASIL DAN PEMBAHASAN
Dalam bab ini membahas tentang output yang dihasilkan dalam penelitian
dan dibahas secara detail.
5. BAB V PENUTUP
Dalam bab ini membahas tentang kesimpulan dari isi semua penelitian

skripsi ini dan diakhiri dengan penutup.



BAB YV
PENUTUP

5.1 Kesimpulan

Penelitian ini berhasil merancang dan mengimplementasikan sebuah sistem

pendeteksi plagiarisme kode program berbasis web menggunakan arsitektur

Siamese Neural Network dan model pre-trained CodeBERT. Berdasarkan tahapan

penelitian yang dilakukan, diperoleh beberapa kesimpulan utama:

1.

Pengumpulan dan Preprocessing Data

Dataset diperoleh dari tugas-tugas pemrograman Python milik 15 mahasiswa
dengan total 165 file asli. Setelah dilakukan augmentasi sebanyak 5 kali per file,
jumlah total file menjadi 990. File ini kemudian dikonversi menjadi vektor
embedding berdimensi 768 menggunakan metode CLS Token dari CodeBERT
dan dinormalisasi menggunakan L2 normalization.

Pemodelan dan Pelatihan

Model Siamese Neural Network dilatih dengan 3300 pasangan data (50% mirip,
50% tidak mirip). Dataset dibagi ke dalam 60% data latih, 20% data validasi,
dan 20% data uji. Model dilatih selama beberapa epoch dengan teknik early
stopping dan menghasilkan akurasi tinggi pada data uji sebesar 90.45%.
Evaluasi Sistem

Evaluasi dilakukan dengan metrik klasifikasi yang menunjukkan performa
sangat baik, dengan Precision 84.20%, Recall 99.39%, dan F1-Score 91.16%.
Hal ini membuktikan bahwa sistem mampu membedakan kode yang mirip
maupun tidak mirip secara efektif.

Implementasi Web dan Pengujian

Sistem berhasil diintegrasikan ke dalam aplikasi web sederhana menggunakan
Flask untuk backend dan HTML/JS untuk frontend. Pengujian menggunakan
metode black-box menunjukkan semua fungsi berjalan sesuai ekspektasi,

termasuk login, upload file, deteksi plagiarisme, serta tampilan hasil.



5.2 Saran

Beberapa saran untuk pengembangan lebih lanjut dari sistem ini antara lain:

1.

Perluasan Deteksi ke Bahasa Lain

Sistem saat ini hanya mendukung file Python. Pengembangan selanjutnya bisa
mencakup bahasa pemrograman lain seperti C++, Java, atau JavaScript.
Integrasi dengan LMS

Sistem dapat diperluas agar terhubung langsung dengan sistem pembelajaran
daring (LMS) seperti Edlink atau Moodle, sehingga proses upload dan
pemeriksaan dapat dilakukan secara otomatis dan terintegrasi.

Penambahan Penjelasan Hasil ke Mahasiswa

Untuk mendukung transparansi dan pembelajaran, sistem bisa menampilkan

highlight perbedaan kode atau skor kemiripan per baris kode.
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