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ABSTRACT

This study aims to elevate the effectiveness of the Zero-Shot Learning
(ZSL) approach using the DeepSeek-R1 model in performing sentiment
classification on Indonesian-language reviews of the DeepSeek Al
application from Google Play Store. Utilizing 2,000 unlabeled user
reviews, the study employs instructional prompts to guide the model in
categorizing opinions into three classes: positive, negative, and neutral.
The model used is DeepSeek-R I-Distill-Owen-1.5B, which is executed
without fine-tuning. The results indicate that the model successfully
classified 1,348 reviews with valid labels, with the majority being
positive sentiment (83.9%). Performance evaluation showed an overall
accuracy of 77.67%, with the highest F1-Score of 86.66% for the
positive class. However, the model's performance declined on negative
and neutral classes. This study demonstrates that DeepSeek-R1 holds
potential for Indonesian sentiment classification via Zero-Shot
Learning, although challenges remain in accurately identifying negative

and neutral opinions.

Keywords s Zero-Shot Learning, DeepSeek-RI1, Sentiment
Analysis, Indonesian Language, Google Play Store
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ABSTRAK

Penelitian ini bertujuan untuk mengevaluasi efektivitas pendekatan
Zero-Shot Learning (ZSL) menggunakan model DeepSeek-R1 dalam
melakukan klasifikasi sentimen terhadap ulasan aplikasi DeepSeek Al
berbahasa Indonesia di Google Play Store. Dengan menggunakan
2.000 data ulasan yang tidak berlabel, penelitian ini memanfaatkan
prompt instruksional ~untuk mengarahkan model dalam
mengklasifikasikan opini ke dalam tiga kategori: positif, negatif, dan
netral. Model yang digunakan adalah DeepSeek-R1-Distill-Qwen-
1.5B yang dijalankan tanpa pelatihan ulang (Fine-Tuning). Hasil
penelitian menunjukkan bahwa model mampu mengklasifikasikan
1.348 data secara valid, dengan distribusi dominan pada sentimen
positif (83,9%). Evaluasi performa model menghasilkan akurasi
sebesar 77,67% dengan FI-Score tertinggi pada label positif
(86,66%). Namun, performa model cenderung menurun pada label
negatif dan netral. Penelitian ini menunjukkan bahwa DeepSeek-R 1
memiliki potensi dalam klasifikasi sentimen Bahasa Indonesia
melalui pendekatan Zero-Shot Learning, meskipun terdapat tantangan

dalam membedakan opini negatif dan netral secara akurat.

Kata kunci : Zero-Shot Learning, DeepSeek-R1, Analisis Sentimen,
Bahasa Indonesia, Google Play Store
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BAB I
PENDAHULUAN

1.1 Latar Belakang

Perkembangan  teknologi  kecerdasan  buatan  (Artificial
Intelligence/Al) dalam beberapa tahun terakhir telah mengalami
kemajuan yang signifikan, khususnya dalam bidang pemrosesan bahasa
alami  (Natural Language Processing/NLP). Natural Language
Processing (NLP) menjadi elemen kunci dalam berbagai aplikasi yang
berkaitan dengan interaksi manusia dan mesin, seperti chatbot, sistem
rekomendasi, serta analisis opini publik. Salah satu tugas penting dalam
Natural Language Processing (NLP) adalah analisis sentimen, yaitu
proses untuk mengidentifikasi dan mengklasifikasikan opini atau emosi
yang terkandung dalam suatu teks [1]. Di era digital yang didominasi
oleh ulasan daring dan media sosial, analisis sentimen menjadi alat
penting dalam memahami persepsi masyarakat secara otomatis dan
efisien.

Urgensi pengembangan metode analisis sentimen semakin
meningkat seiring dengan banyaknya jumlah data berbasis teks tanpa
label eksplisit seperti “positif’, “negatif’ dan “netral”. Tantangan ini
semakin kompleks ketika analisis diarahkan pada teks berbahasa
Indonesia yang masih relatif minim sumber daya dibandingkan bahasa
Inggris. Oleh karena itu, dibutuhkan pendekatan yang tidak hanya
adaptif terhadap berbagai bahasa, namun juga mampu bekerja tanpa
ketergantungan pada data berlabel. Di sinilah pendekatan Zero-Shot
Learning menjadi sangat relevan.

Salah satu entitas Artificial Inteligence (Al) yang saat ini sedang
menarik perhatian adalah DeepSeek Al, yang diluncurkan pada
pertengahan 2023 oleh komunitas pengembang asal Tiongkok.

DeepSeek dikenal luas karena strategi open-source dan performa model
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bahasa besar (Large Language Models/LLMs) yang kompetitif,
termasuk model andalannya, DeepSeek-RI. Berbeda dengan model
komersial seperti ChatGPT dan Claude, DeepSeek-R I menonjol karena
sifat terbukanya dan kemampuan reasoning yang setara bahkan dalam
tugas-tugas kompleks [2]. Penelitian ini memilih fokus pada DeepSeek
Al bukan karena paling popular secara global, tetapi karena menarik
untuk ditelaah lebih lanjut dari sudut pandang persepsi pengguna
Indonesia, mengingat jumlah ulasannya yang signifikan dan terus
bertumbuh. Berikut ini perbandingan jumlah total ulasan berbagai

aplikasi Al di Google Play Store :

Tabel 1.1 Jumlah Ulasan Al

Nama Aplikasi Al Jumlah Ulasan di Google Play Store
Chat GPT 22,5 Juta ulasan
Gemini Al 9,05 Juta ulasan
Claude Al 96,3 Ribu ulasan
DeepSeek Al 185 Ribu ulasan

Meskipun tidak memiliki jumlah ulasan terbanyak, DeepSeek Al
menarik untuk dikaji karena usianya yang relatif baru namun berhasil
menarik ratusan ribu ulasan, sebagian besar diantaranya berbahasa
Indonesia. Namun, banyak dari ulasan tersebut tidak memiliki label
eksplisit, sehingga sulit digunakan wuntuk klasifikasi sentimen
konvensional. Untuk mengatasi hal ini, pendekatan Zero-Shot Learning
digunakan. Zero-Shot Learning merupakan metode dalam pembelajaran
mesin yang memungkinkan model mengklasifikasikan data ke dalam
kelas-kelas yang belum pernah dilihat sebelumnya selama pelatihan,
hanya dengan memahami deskripsi kelas atau instruksi [3].

Model DeepSeek-R1 memiliki keunggulan dalam kemampuan

reasoning serta mendukung instruction following berbasis Zero-Shot
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Learning dan Few-Shot Learning. DeepSeek-RI mencapai performa
setara dengan model GPT-4 dalam tugas reasoning matematis dan
logika, bahkan tanpa pelatithan ulang (Fine-Tuning) [2]. Hal ini
menunjukkan bahwa model ini layak diuji untuk tugas-tugas klasifikasi
seperti analisis sentimen, terutama dalam konteks data non-Inggris.

Dengan memanfaatkan kemampuan tersebut, penelitian ini
menerapkan pendekatan Zero-Shot Learning menggunakan DeepSeek-
R1I untuk mengklasifikan sentimen publik terhadap aplikasi DeepSeek
Al berdasarkan 2.000 ulasan berbahasa Indonesia di Google Play Store.
Penelitian ini tidak melakukan Fine-Tuning atau pelabelan ulang,
melainkan mengeksplorasi langsung kemampuan model untuk
memahami dan mengkategorikan sentimen berdasarkan pemahaman
instruksionalnya terhadap bahasa Indonesia.

Penelitian ini diharapkan dapat memberikan gambaran objektif
terkait efektivitas model DeepSeek-RI1 dalam Zero-Shot Learning
terhadap data domain lokal yang tidak berlabel. Selain itu, hasil dari
penelitian ini diharapkan dapat memperkuat literatur Natural Language
Processing (NLP) dalam bahasa Indonesia, serta menunjukkan potensi
Large Language Models (LLMs) dalam menghadapi tantangan
multibahasa dan kurangnya data berlabel. Berdasarkan latar belakang
tersebut, maka peneliti mengangkat judul “PENERAPAN ZERO-
SHOT LEARNING DENGAN MODEL DEEPSEEK-RI DALAM
ANALISIS SENTIMEN ULASAN DEEPSEEK AI DI GOOGLE
PLAY STORE”.

1.2 Rumusan Masalah

Berdasarkan latar belakang diatas, rumusan masalah dalam
penelitian ini adalah:

1. Apakah pendekatan Zero-Shot Learning menggunakan model

DeepSeek-RI  mampu mengklasifikasikan sentimen ulasan

berbahasa Indonesia tanpa pelatihan ulang?
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3.
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Sejauh mana akurasi klasifikasi sentimen (positif, negatif, netral)
yang dilakukan oleh model DeepSeek-R1?

Apa saja kendala dalam penerapan model Zero-Shot Learning
terhadap data ulasan publik di Google Play Store berbahasa

Indonesia?

1.3 Batasan Masalah

Agar penelitian ini lebih terfokus dan terarah, beberapa batasan

masalah yang diterapkan adalah sebagai berikut:

1.

Data yang digunakan adalah 2.000 ulasan aplikasi DeepSeek AI dari
Google Play Store, berbahasa Indonesia.

Sentimen dibagi menjadi tiga kategori: positif, netral, dan negatif.
Model yang digunakan adalah DeepSeek-R1 versi open-source dari
ekosistem DeepSeek Al

Pendekatan yang digunakan adalah Zero-Shot Learning berbasis
prompt dan tanpa pelatihan ulang (Fine-Tuning).

Evaluasi performa model dilakukan menggunakan metrik

klasifikasi seperti accuracy, precision, recall, dan F1-score.

1.4 Tujuan Penelitian

Penelitian ini bertujuan untuk:

1.

Mengevaluasi efektivitas Zero-Shot Learning dengan model
DeepSeek-R1 dalam klasifikasi sentimen data berbahasa Indonesia.
Menganalisis akurasi klasifikasi sentimen wulasan pengguna
terhadap aplikasi DeepSeek Al

Mengidentifikasi tantangan penerapan Zero-Shot Learning

terhadap data berbahasa Indonesia yang tidak berlabel.

1.5 Manfaat Penelitian

Manfaat penelitian sebagai berikut:

1.

Manfaat Akademis: Memberikan kontribusi dalam pengembangan
NLP multibahasa, khususnya bahasa Indonesia dengan pendekatan

Zero-Shot Learning.
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2. Manfaat Praktis: Memberikan wawasan kepada pengembang

DeepSeek AI mengenai persepsi pengguna aplikasi mereka.

3. Manfaat Teknologis: Menunjukkan potensi LLMs (Large Language

Models) open-source dalam memahami data lokal tanpa pelatihan

tambahan.

1.6 Sistematika Penulisan

Peneliti menyusun beberapa bab untuk memudahkan pembaca

dalam mempelajari dan memahami hasil penelitian yang dilakukan :

BAB I

BAB 11

BAB III

BAB IV

BABV

PENDAHULUAN

Pada bab ini, peneliti menjelaskan latar belakang
penelitian, rumusan masalah, batasan masalah, tujuan
penelitian, manfaat penelitian dan sistematika penulisan.
TINJAUAN PUSTAKA

Bab ini berisi tentang penelitian terkait menggunakan
beberapa teori dan kerangka pemikiran.
METODOLOGI PENELITIAN

Bab ini berisi tentang tahapan dalam penelitian dan
bagaimana cara pengumpulan datanya.

HASIL DAN PEMBAHASAN

Bab ini berisi tentang tahapan dalam hasil dan
pembahasanya.

PENUTUP

Bab ini berisi kesimpulan dan saran dari penelitian

Penulis.
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