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ABSTRAK

Permasalahan dalam mengenali jenis kulit wajah seringkali menyebabkan
kesalahan dalam memilih produk skincare yang dapat berdampak buruk pada
kesehatan kulit. Penelitian ini bertujuan untuk mengembangkan sistem klasifikasi
jenis kulit wajah secara otomatis berbasis web dengan memanfaatkan arsitektur
Vision Transformer (ViT). Model yang digunakan adalah ViT Base Patch 16 yang
telah dipra-latih pada dataset ImageNet, kemudian dilakukan fine-tuning dengan
dataset citra wajah sebanyak 10.000 gambar yang terbagi rata dalam empat kelas:
normal, kering, berminyak, dan kombinasi. Data diproses dengan teknik
augmentasi dan normalisasi sebelum dilakukan pelatihan. Hasil pelatihan
menunjukkan akurasi sebesar 78% pada data uji, dengan performa terbaik pada
kelas combination (F1-score 0.86) dan performa terendah pada kelas normal (F1-
score 0.72). Model kemudian diintegrasikan ke dalam sistem berbasis Flask yang
memungkinkan pengguna melakukan klasifikasi melalui unggah gambar atau
tangkapan kamera secara langsung. Pengujian sistem dilakukan dengan metode
functional testing dan API testing menggunakan Postman. Hasil pengujian
menunjukkan bahwa seluruh fitur utama sistem berjalan dengan baik, dan API
berhasil memberikan respons klasifikasi sesuai format JSON. Dengan demikian,
sistem ini dapat membantu pengguna dalam mengenali jenis kulit wajah serta

menjadi acuan dalam memilih kandungan skincare yang sesuai.

Kata Kunci: Klasifikasi, Kulit wajah, Self attention, Transformer, Vision
Transformer.
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ABSTRACT

Skin type misidentification often leads to inappropriate skincare product selection,
which can negatively affect skin health. This study aims to develop a web-based
automatic facial skin type classification system using the Vision Transformer (ViT)
architecture. The model implemented is ViT Base Patch 16, pre-trained on the
ImageNet dataset and fine-tuned using 10,000 facial images evenly distributed
across four classes: normal, dry, oily, and combination. The dataset underwent
augmentation and normalization during preprocessing. The training results
showed an accuracy of 78% on the test data, with the best performance in the
combination skin class (F1-score of 0.86) and the lowest in the normal skin class
(Fl-score of 0.72). The model was integrated into a Flask-based system that
enables users to classify their skin type by either uploading an image or capturing
it via camera. System testing was conducted using functional testing and API testing
via Postman. The results demonstrated that all key features of the system functioned
properly, and the API successfully returned classification responses in JSON
format. This system can assist users in identifying their skin type and serve as a

reference for selecting appropriate skincare ingredients.

Keywords: Classification, Self attention, Skin type, Transformer, Vision
Transformer
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BAB I
PENDAHULUAN

1.1.  Latar Belakang

Industri perawatan kulit atau skincare menjadi salah satu sektor yang paling
berkembang pesat di pasar global dan lokal. Menurut laporan Allied Market
Research, pasar dermatologis global diproyeksikan mencapai $59,309 miliar pada
tahun 2030, dengan tingkat pertumbuhan tahunan gabungan (CAGR) sebesar
11,5% dari tahun 2021 hingga 2030 [1]. Hal ini mengindikasikan pergeseran
perawatan kulit dari sekadar kebutuhan estetika menjadi bagian integral gaya hidup
sehat. Sejalan dengan tren ini, brand kecantikan lokal terus berinovasi dengan
menghadirkan produk berbasis bahan alami dan calming ingredients, yang
dirancang untuk memenuhi kebutuhan konsumen yang semakin kritis terhadap

kandungan produk yang digunakan [2].

Di Indonesia, minat masyarakat terhadap produk skincare, baik lokal
maupun internasional terus meningkat. Fenomena ini kian dipicu oleh Fear of
Missing Out (FOMO) yaitu suatu dorongan untuk tidak ketinggalan produk terbaru
atau tren populer. Diseminasi informasi produk skincare yang pesat melalui ulasan
pengguna, rekomendasi influencer dan konten media sosial misalnya di TikTok
secara signifikan memicu pembelian impulsif tanpa disertai pertimbangan
mendalam mengenai keselarasan produk dengan jenis dan kebutuhan kulit [3].
Bahkan, studi awal yang dilakukan pada 40 responden wanita menunjukkan bahwa
100% dari mereka tidak memahami jenis kulit wajah mereka dengan 76%
menyatakan membutuhkan bantuan ahli dan 95% membutuhkan aplikasi sistem
pakar untuk identifikasi yang tepat [4]. Ketidakmampuan mengenali kondisi kulit
atau memilih kandungan yang sesuai sering kali berujung pada kesalahan
pembelian seperti penggunaan produk yang tidak tepat yang berisiko menimbulkan
efek samping seperti iritasi atau breakout [5] yang tidak hanya memperburuk
kondisi kulit tetapi juga meningkatkan biaya untuk konsultasi tambahan atau

pembelian produk yang kurang optimal dalam memberikan hasil yang diharapkan.



Penerapan kecerdasan buatan menggunakan arsitektur CNN dalam
klasifikasi jenis kulit wajah terbukti dapat memberikan hasil dengan akurasi tinggi
seperti pada penelitian klasifikasi jenis kulit wajah menggunakan arsitektur
MobileNet berhasil mencapai akurasi hingga 99% [5]. Namun, perkembangan
teknologi kecerdasan buatan pada arsitektur transformer yang biasa digunakan
untuk memproses teks sekarang sudah berevolusi dengan kemampuannya yang
dapat memproses gambar menggunakan arsitektur Vision Transformer (ViT)
menawarkan peluang baru dalam mengatasi permasalahan klasifikasi citra kulit.
Meskipun hingga saat ini belum banyak penelitian yang menerapkan teknologi ViT
untuk klasifikasi jenis kulit wajah secara interaktif. Model ini telah menunjukkan
hasil yang unggul dalam klasifikasi kanker kulit [6], [7]. Vision Transformer
mampu mengolah data dengan kompleksitas tinggi melalui mekanisme self-
attention, memberikan akurasi yang lebih baik dibandingkan model tradisional
seperti CNN dalam beberapa kasus seperti klasifikasi citra medis dan perawatan

kesehatan [8].

Penelitian ini mengumpulkan dataset jenis kulit wajah yang diambil dari
platform Roboflow dan pengambilan secara manual. Preprocessing pada dataset
dilakukan dengan resize gambar dan augmentasi data supaya mendapatkan variasi
gambar yang lebih banyak. Arsitektur Vision Transformer (ViT) dengan versi ViT-
Base-patchl6-224-in2 Ik, yaitu model Vision Transformer berbasis patch berukuran
16x16 piksel dengan ukuran input gambar 224x224 piksel yang telah dilatih di awal
menggunakan dataset ImageNet-21k dipilih untuk Pre-trained Model karena telah
menunjukkan kemampuannya dalam mengklasifikasikan jenis gambar dengan
akurasi yang paling tinggi dari versi lainnya [9]. Tahap selanjutnya adalah
melakukan fine-tuning khusus untuk tugas klasifikasi jenis kulit wajah
menggunakan dataset normal, kering, berminyak dan kombinasi. Hasil prediksi dari
model klasifikasi ini dievaluasi menggunakan confusion matrix serta berbagai
performance metrics seperti accuracy, precision, recall dan Fl-score untuk
mengukur kinerja model secara menyeluruh. Model yang sudah siap digunakan
selanjutnya akan di deploy ke website sehingga klasifikasi jenis kulit wajah ini

dapat diakses oleh pengguna.



Penelitian dengan judul “Implementasi Model Vision Transformer pada
Klasifikasi Jenis Kulit Wajah Berbasis Website” ini bertujuan untuk menghadirkan
solusi berbasis teknologi dalam mengatasi permasalahan identifikasi jenis kulit
wajah yang sering menjadi kendala bagi konsumen dalam memilih kandungan
skincare yang sesuai. Sistem ini juga menyediakan rekomendasi kandungan
skincare yang relevan sehingga dapat mengurangi risiko kesalahan dalam pemilihan
produk. Hasil dari penelitian ini dapat dimanfaatkan oleh industri skincare untuk
mengembangkan produk yang lebih tepat sasaran dan sesuai dengan kebutuhan

konsumen di era digital.



1.2

Rumusan Masalah

Adapun rumusan masalah yang diidentifikasi adalah sebagai berikut :

1.3.

1.

Bagaimana implementasi model Vision Transformer dapat digunakan untuk
mengklasifikasikan jenis kulit wajah?

Bagaimana performa model Vision Transformer untuk mengklasifikasikan
jenis kulit wajah?

Bagaimana pengembangan sistem berbasis website dapat diintegrasikan
dengan model Vision Transformer untuk mengklasifikasikan jenis kulit

wajah?

Batasan Masalah

Berdasarkan identifikasi masalah tentunya perlu adanya batasan masalah sehingga

ruang lingkup permasalahan jelas. Pada penelitian ini, peneliti membatasi masalah

antara lain :

. Klasifikasi jenis kulit hanya menggunakan model Vision Transformer

dengan jumlah kategori kulit sebanyak 4 jenis yaitu normal, kering,
berminyak dan kombinasi.

Model ViT yang digunakan adalah ViT Base Patch-16 dari Google yang
telah dilatih sebelumnya (pretrained), kemudian di-fine-tuning
menggunakan dataset klasifikasi jenis kulit serta dilengkapi dengan teknik
augmentasi data

Hasil dari pengembangan sistem ini hanya tersedia dalam bentuk aplikasi
berbasis website saja.

Penelitian ini dibatasi pada pengambilan gambar wajah dengan jarak antara
3050 cm dari kamera untuk memastikan konsistensi dalam proses
klasifikasi jenis kulit wajah.

Deteksi jenis kulit wajah akan lebih akurat jika pengguna dapat
membersihkan wajah terlebih dahulu atau tanpa make up dan filter kamera.
Sistem rekomendasi pada penelitian ini dibatasi hanya pada pemberian 3
basic skincare yaitu pembersih, pelembab dan pelindung wajah.
Kandungan skincare hanya direkomendasikan untuk perempuan saja karena

jenis kulit laki-laki dan perempuan mempunya tekstur yang berbeda.



1.4. Tujuan Penelitian
Terdapat beberapa tujuan dari penelitian ini adalah sebagai berikut :
1. Mengembangkan model Vision Transformer dalam klasifikasi jenis kulit
berbasis website.
2. Mengevaluasi  performa  model  Vision  Transformer  dalam
mengklasifikasikan jenis kulit wajah
3. Mengintegrasikan model deep learning berbasis Vision Transformer dengan
platform website untuk menyediakan informasi seputar kesehatan kulit

wajah.

1.5. Manfaat Penelitian
Adapun untuk beberapa manfaat dari penelitian ini adalah sebagai berikut :

1. Memberikan kontribusi terhadap pengembangan teknologi kecerdasan
buatan, khususnya dalam penerapan Vision Transformer untuk klasifikasi
citra jenis kulit wajah dan rekomendasi perawatan kulit yang personal.

2. Mendukung industri skincare dalam menyediakan solusi berbasis teknologi
yang lebih efisien dan tepat sasaran untuk memahami kebutuhan konsumen.

3. Mempermudah akses pengguna terhadap informasi jenis kulit dan
rekomendasi kandungan skincare yang sesuai melalui sistem berbasis

website sehingga dapat mengurangi biaya pada konsultasi secara langsung.

1.6.  Sistematika Penelitian
Memberikan gambaran secara garis besar, dalam hal ini dijelaskan isi dari masing
masing bab dari tugas akhir ini. Sistematika penulisan dalam pembuatan laporan ini

sebagai berikut :
1. BABIPENDAHULUAN

Bab ini berisi penjelasan mengenai latar belakang masalah, rumusan
masalah, batasan masalah, tujuan penelitian, dan sistematika penulisan yang
mendukung penelitian berjudul "Implementasi Model Vision Transformer Pada

Klasifikasi Jenis Kulit Wajah Berbasis Website."



2. BABII TINJAUAN PUSTAKA

Pada bab ini berisikan dasar teori yang relevan dengan penelitian ini seperti
teori klasifikasi jenis kulit, model Vision Transformer (ViT) dan penelitian

terdahulu.
3. BABIII METODOLOGI PENELITIAN

Bab ini berisikan tentang metode yang digunakan dalam penelitian ini
seperti Metode Vision Transformer (ViT), Pengumpulan Data, Proses

Pengembangan Sistem dan Evaluasi Model.
4. BABI1V HASIL DAN PEMBAHASAN

Dalam bab ini membahas tentang output yang dihasilkan dalam penelitian

dan dibahas secara detail.
5. BAB YV PENUTUP

Dalam bab ini membahas tentang kesimpulan dari isi semua penelitian

skripsi ini dan diakhiri dengan penutup.

6. DAFTAR PUSTAKA



BAB V
PENUTUP

Hasil penelitian menunjukkan bahwa penggunaan arsitektur Vision
Transformer versi ViT Base Patch 16 dalam klasifikasi jenis kulit mampu
memberikan performa yang cukup baik dengan akurasi sebesar 78% pada data uji.
Performa terbaik diperoleh pada kelas kulit kombinasi dengan nilai precision 0.90
dan F'I-score 0.86 yang menunjukkan akurasi dan keseimbangan klasifikasi yang
tinggi. Kelas kulit kering juga menunjukkan performa yang konsisten dengan
precision 0.82 dan recall 0.80. Sementara itu, kelas kulit normal dan berminyak
memiliki performa yang lebih rendah khususnya pada precision 0.71, meskipun
recall pada kelas berminyak cukup tinggi yaitu 0.77. Hal ini menunjukkan bahwa
model masih mengalami kesulitan dalam membedakan ciri visual antar jenis kulit

tertentu terutama antara kulit normal dan berminyak.

Sistem klasifikasi berhasil diintegrasikan ke dalam platform website
berbasis Flask yang memungkinkan pengguna melakukan klasifikasi kulit melalui
dua metode input yaitu unggah gambar dan pemindaian kamera secara langsung.
Pengujian API dilakukan menggunakan Postman dengan metode H7TP POST dan
hasilnya menunjukkan bahwa server mampu memberikan respons klasifikasi yang
tepat dalam format JSON. Dari sisi pengujian sistem, metode functional testing
menunjukkan bahwa semua fitur utama berjalan sesuai fungsinya mulai dari
navigasi halaman, pengolahan input gambar hingga penampilan hasil klasifikasi

disertai persentase probabilitas tiap kelas.
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5.1 Saran

Berdasarkan hasil evaluasi model, beberapa hal yang disarankan untuk

penelitian selanjutnya

1.

Menambah jumlah dan variasi data seperti penambahan data dengan
kondisi pencahayaan dan latar belakang yang bervariasi, penambahan
dataset dengan wajah lokal atau wajah orang Indonesia supaya dapat
meningkatkan generalisasi model.

Melakukan validasi secara langsung ketika mengumpulkan dataset baik
primer maupun sekunder dengan orang yang memiliki keahliasn di
bidang kesehatan kulit.

Jika diperlukan, lakukan eksperimen lanjutan dengan varian ViT lain
seperti Vit Large atau ViT Huge dengan dataset yang lebih banyak untuk
mengeksplorasi potensi peningkatan akurasi khususnya pada kelas yang

memiliki kesalahan klasifikasi tinggi.
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