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ABSTRAK 

 
Makanan merupakan sumber utama energi bagi tubuh manusia, tetapi pola makan yang 

tidak terkontrol dapat meningkatkan risiko berbagai penyakit, termasuk obesitas dan 

penyakit kardiovaskular. Oleh karena itu, pemahaman mengenai kandungan nutrisi dalam 

makanan sangat penting untuk membantu individu dalam memilih makanan yang lebih 

sehat. Salah satu pendekatan yang dapat digunakan untuk memahami karakteristik 

makanan adalah pengelompokan (clustering) berdasarkan kandungan nutrisinya. 

Penelitian ini bertujuan untuk mengelompokkan makanan berdasarkan kandungan 

karbohidrat, kalori, protein, dan lemak menggunakan algoritma K-Means dan DBSCAN. 

Algoritma ini dipilih karena kemampuannya dalam mengelompokkan data numerik tanpa 

memerlukan label kategori. Namun, salah satu tantangan dalam penerapan algoritma ini 

adalah menentukan jumlah cluster yang optimal. Oleh karena itu, dalam penelitian ini 

digunakan metode Elbow Method, Davies-Bouldin Index, dan Silhouette Score untuk 

mengevaluasi dan menentukan kualitas hasil pengelompokan. Berdasarkan hasil evaluasi, 

algoritma K-Means menghasilkan nilai Silhouette Score sebesar 0,578 dan Davies- 

Bouldin Index (DBI) sebesar 0,661. Nilai tersebut menunjukkan bahwa hasil 

pengelompokan cukup baik, meskipun pemisahan antar cluster belum sepenuhnya 

optimal. Sementara itu, algoritma DBSCAN menunjukkan performa yang lebih baik 

dengan Silhouette Score sebesar 0,625 dan DBI sebesar 0,328, yang mengindikasikan 

bahwa klaster yang terbentuk memiliki pemisahan yang lebih jelas dan kekompakan yang 

lebih tinggi. Hasil dari proses clustering ini kemudian divisualisasikan dalam bentuk web 

menggunakan streamlit, sebuah framework open-source berbasis Python yang 

memungkinkan pengembangan antarmuka web secara cepat, ringan, dan efisien. 

 

Kata kunci: Clustering, Makanan, Kandungan Nutrisi K-Means, DBSCAN, Web 
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ABSTRACT 

 
Food is the primary source of energy for the human body, but uncontrolled eating habits 

can increase the risk of various diseases, including obesity and cardiovascular 

conditions. Therefore, understanding the nutritional content of food is crucial to help 

individuals make healthier dietary choices. One approach to understanding the 

characteristics of food is clustering based on its nutritional content. This study aims to 

group foods based on their carbohydrate, calorie, protein, and fat content using the K- 

Means and DBSCAN algorithms. These algorithms were chosen for their ability to cluster 

numerical data without the need for categorical labels. However, one of the challenges 

in applying these algorithms is determining the optimal number of clusters. To address 

this, the Elbow Method, Davies-Bouldin Index, and Silhouette Score were used to 

evaluate and assess the quality of the clustering results. Based on the evaluation results, 

the K-Means algorithm achieved a Silhouette Score of 0.578 and a Davies-Bouldin Index 

(DBI) of 0.661. These values indicate that the clustering result is fairly good, although 

the separation between clusters is not fully optimal. In contrast, the DBSCAN algorithm 

showed better performance, with a Silhouette Score of 0.625 and a DBI of 0.328, 

indicating that the resulting clusters are more compact and well-separated. The results 

of the clustering process were then visualized through a web-based application developed 

using Streamlit, an open-source Python framework that allows for fast, lightweight, and 

efficient web interface development. 

 

Keywords: Clustering, Food, Nutritional Content, K-Means, DBSCAN, Web 
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1.1 Latar Belakang 

 

BAB 1 

PENDAHULUAN 

Makanan merupakan sumber utama energi bagi tubuh manusia. Makanan yang 

berkualitas adalah makanan dengan kandungan gizi tinggi yang berkontribusi secara 

signifikan dalam menjaga kesehatan. Selain sebagai sumber energi, makanan juga 

menyediakan berbagai nutrisi esensial yang dibutuhkan tubuh. Setiap jenis makanan 

memiliki komposisi gizi yang berbeda, seperti karbohidrat, protein, lemak, vitamin, dan 

mineral, yang semuanya berkontribusi dalam menjaga keseimbangan nutrisi. Makanan 

dapat berasal dari sumber nabati maupun hewani. Setiap jenis makanan mengandung 

berbagai zat gizi, seperti kalori, protein, lemak, dan karbohidrat, yang berperan penting 

dalam memenuhi kebutuhan energi dan menjaga fungsi tubuh. Oleh karena itu, asupan 

nutrisi yang cukup dan seimbang diperlukan agar manusia dapat menjalankan aktivitas 

sehari-hari secara optimal serta mempertahankan kesehatan tubuh[1]. 

 

Selain daging hewani, sumber nutrisi yang dibutuhkan tubuh juga dapat diperoleh 

dari berbagai jenis makanan lain, seperti telur. Telur memiliki kandungan gizi yang 

kaya, terdiri dari sekitar 75% air, 12% protein, dan 12% lipid[2]. Selain itu, sumber 

nabati seperti sayuran, umbi-umbian, dan kacang-kacangan juga berperan penting 

dalam memenuhi kebutuhan nutrisi manusia. Bahkan, sumber nabati merupakan 

penyumbang utama protein dalam pola makan manusia, dengan kontribusi sebesar 57%, 

jauh lebih tinggi dibandingkan sumber protein hewani lainnya. Sebagai perbandingan, 

protein yang berasal dari daging hanya menyumbang sekitar 18%, ikan 6%, kerang 

10%, dan sumber hewani lainnya, termasuk unggas, sekitar 9%[2]. 

 

Selain menerapkan pola hidup sehat dan rutin berolahraga, konsumsi makanan 

dengan kandungan nutrisi yang tepat memiliki peran krusial dalam menjaga kesehatan 

tubuh. Nutrisi yang diperoleh dari makanan sangat penting untuk memenuhi kebutuhan 

energi serta mendukung berbagai fungsi tubuh. Jika makanan dikonsumsi dengan kadar 
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nutrisi yang seimbang, maka dapat memberikan manfaat signifikan bagi kesehatan, 

termasuk memperkuat sistem metabolisme[3]. 

 

Namun, konsumsi makanan yang berlebihan dan tidak sesuai dengan kebutuhan 

dapat menjadi faktor utama dalam peningkatan kasus obesitas[4], dan dapat 

meningkatkan risiko berbagai penyakit berbahaya, seperti obesitas, penyakit jantung, 

stroke, hipertensi, dan kanker. Faktanya, pola makan yang tidak sehat menjadi salah 

satu penyebab utama kematian di dunia. Diperkirakan sekitar 70% kematian global 

disebabkan oleh faktor makanan[5]. 

 

Untuk mengatasi hal ini, pendekatan The Principle Balance Nutrition dapat 

diterapkan. Prinsip ini bertujuan untuk memperbaiki kesehatan dan mengontrol berat 

badan dengan menyesuaikan pola makan serta mengadopsi gaya hidup yang 

mempertimbangkan kandungan nutrisi dalam makanan sesuai dengan kebutuhan 

tubuh[6]. Dengan menerapkan prinsip ini, individu dapat mengurangi risiko penyakit 

akibat pola makan yang tidak seimbang dan menjaga kesehatan secara lebih optimal. 

 

Untuk membantu masyarakat dalam memilih makanan yang lebih sehat, 

diperlukan informasi yang lebih rinci mengenai kandungan nutrisi dalam makanan. 

Salah satu pendekatan yang dapat digunakan adalah pengelompokan atau clustering 

makanan berdasarkan kemiripan kandungan nutrisinya. Teknik clustering 

memungkinkan pengelompokan makanan berdasarkan karakteristik nutrisi yang 

dimilikinya. 

 

Dalam penelitian ini, akan dilakukan perbandingan dua algoritma clustering, yaitu 

K-Means dan DBSCAN, dalam mengelompokkan makanan berdasarkan kandungan 

nutrisinya. Penelitian ini bertujuan untuk mengidentifikasi algoritma yang lebih 

efektif dalam segmentasi makanan berdasarkan nilai nutrisinya, sehingga dapat 

dijadikan sebagai referensi dalam memilih makanan yang lebih sehat. 
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Selain itu, untuk memudahkan masyarakat dalam mengakses hasil 

pengelompokan tersebut, penelitian ini juga mengembangkan sistem berbasis web 

yang dapat menyajikan informasi hasil clustering makanan berdasarkan kandungan 

nutrisinya secara interaktif dan mudah dipahami. 

 

1.2 Rumusan Masalah 

Adapun rumusan masalah yang diidentifikasi adalah sebagai berikut: 

 

1. Bagaimana cara clustering makanan berdasarkan kandungan nutrisi menggunakan 

K-Means dan DBSCAN ? 

2. Bagaimana menentukan jumlah cluster yang optimal pada clustering makanan 

berdasarkan kandungan nutrisi. 

3. Bagaimana performa nilai dari algoritma DBSCAN dan K-Means dalam 

mengelompokkan makanan berdasarkan kandungan nutrisi 

4. Bagaimana membangun sistem web yang dapat menampilkan informasi hasil 

clustering tersebut secara jelas dan mudah dipahami oleh pengguna? 

1.3 Batasan Masalah 

Berdasarkan identifikasi masalah tentunya perlu adanya batasan masalah sehingga ruang 

lingkup permasalahan jelas. Pada penelitian ini, peneliti membatasi masalah antara lain : 

 

1. Variabel yang digunakan dalam penelitian ini hanya akan menggunakan data 

kandungan Kalori, Lemak (g), Karbohidrat (g), dan Protein (g) dalam proses 

clustering. 

2. Algoritma penelitian ini hanya akan membandingkan dua algoritma clustering, 

yaitu K-Means dan DBSCAN 

3. Penelitian ini hanya menggunakan data makanan yang bersumber dari platform 

Kaggle, dengan total 1.325 jenis makanan yang terdiri dari makanan tradisional 

dan makanan umum. 

4. Platform yang digunakan memberi informasi hasil clustering hanya menggunakan 

platform web yang dikembangkan melalui framework streamlit. 
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1.4 Tujuan Penelitian 

Terdapat beberapa tujuan penelitian ini adalah sebagai berikut : 

 

1. Untuk mengelompokkan makanan berdasarkan kandungan nutrisinya agar 

memudahkan pemilihan makanan yang sehat dan mencegah risiko penyakit akibat 

pola makan yang tidak sehat. 

2. Untuk membandingkan akurasi antara algoritma K-Means dan DBSCAN dalam 

mengelompokkan makanan berdasarkan kandungan nutrisi 

3. Untuk membangun sistem web yang dapat memberi informasi hasil clustering 

makanan berdasarkan kandungan nutrisi 

1.5 Manfaat Penelitian 

Adapun untuk beberapa manfaat dari penelitian ini adalah sebagai berikut : 

 

1. Manfaat bagi Penulis: 

 

A. Mendapatkan pemahaman mengenai algoritma K-Means dan DBSCAN 

B. Mendapatkan wawasan tentang mengelompokkan makanan berdasarkan 

kandungan nutrisi. 

2. Manfaat bagi Masyarakat 

 

A. Membantu masyarakat dalam mengenali makanan berdasarkan 

pengelompokkan yang dilakukan menggunakan algoritma clustering. 

B. Dapat digunakan untuk aplikasi kesehatan masyarakat dalam 

meningkatkan kesadaran akan pola makan sehat. 

3. Manfaat bagi Universitas 

 

Dapat dijadikan referensi untuk penelitian lebih lanjut dalam bidang Clustering 

dengan menggunakan algoritma K-Means dan DBSCAN 

 

1.6 Sistematika Penulisan 

Memberikan gambaran secara garis besar, rumusan masalah, Batasan masalah, 

tujuan penelitian, dan sistematika penelitian tentang perbandingan algoritma K- 

Means dan DBSCAN pada clustering makanan berdasarkan kandungan nutrisi 
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BAB 1 Pendahuluan, yang mencakup latar belakang, rumusan masalah, batasan 

masalah, tujuan penelitian, dan manfaat penelitian. 

BAB II Tinjauan Pustaka, yang berisi ulasan teori terkait clustering, algoritma 

K-Means, DBSCAN, dan aplikasi clustering dalam pengelompokkan makanan. 

BAB III Metodologi Penelitian, yang menjelaskan tentang desain penelitian, 

pengumpulan data, pemrosesan data, dan analisis yang digunakan. 

BAB IV Hasil dan Pembahasan, yang menguraikan tentang hasil dan pembahasan 

dari penelitian yang sudah dilakukan oleh penulis mengenai clustering. 

BAB V Kesimpulan dan Saran , yang mengemukakan kesimpulan yang diambil 

dari hasil penelitian dan perancangan system, serta saran-saran untuk 

pengembangan selanjutnya. 

 

B

A

B

 V 

PENUTUP 

Hasil clustering menunjukkan karakteristik nutrisi yang berbeda pada tiap 

kelompok. Cluster 0 didominasi oleh energi dari lemak (55,8%) dan protein 

(28,2%), menjadikannya cocok untuk atlet, pemulihan, atau individu dengan 

kebutuhan energi tinggi. Cluster 1 memiliki proporsi energi terbesar dari 

karbohidrat (53,0%), namun dengan total kalori rendah, sesuai untuk diet rendah 

kalori seperti pada penderita diabetes, hipertensi, dan gangguan ginjal. Sementara 

itu, Cluster 2 memiliki kandungan energi yang sangat tinggi dari karbohidrat 

(76,0%), cocok untuk anak-anak, remaja aktif, dan pekerja fisik yang 

membutuhkan asupan energi besar. 

 

K-Means menghasilkan tiga cluster utama dengan karakteristik berbeda, 

sedangkan DBSCAN membentuk tiga cluster dan satu kelompok outlier. Hasil 

evaluasi menunjukkan bahwa DBSCAN memiliki performa lebih baik, dengan 

nilai Silhouette Score sebesar 0,625 dan DBI sebesar 0,328, dibandingkan K- 

Means yang memperoleh 0,578 dan 0,661. 

 

Hasil clustering ditampilkan melalui aplikasi web berbasis streamlit. Aplikasi ini 

menyajikan data makanan, dan penjelasan tentang cluster. Sistem ini dapat 

menjadi alat bantu edukatif dalam memahami komposisi gizi makanan serta 
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mendukung pengambilan keputusan konsumsi makanan yang lebih sehat dan 

seimbang. 

 

5.1 Saran 

Berdasarkan hasil penelitian yang telah dilakukan, terdapat beberapa saran yang 

dapat diberikan untuk pengembangan lebih lanjut. 
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• perlu dilakukan eksplorasi terhadap algoritma clustering lainnya, seperti 

Hierarchical Clustering, Gaussian Mixture Model, atau OPTICS, untuk 

membandingkan kinerja dan ketepatan dalam pengelompokan data 

makanan yang lebih kompleks. 

• evaluasi hasil clustering sebaiknya tidak hanya terbatas pada metrik 

internal seperti Silhouette Score dan Davies-Bouldin Index, tetapi juga 

mencakup validasi eksternal atau uji coba langsung terhadap pengguna 

atau ahli gizi untuk mengetahui sejauh mana hasil clustering sesuai dengan 

kenyataan di lapangan. 

• pengembangan sistem web yang telah dibuat dapat ditingkatkan dengan 

menambahkan fitur rekomendasi makanan berdasarkan kebutuhan gizi 

pengguna, serta kemampuan ekspor data atau integrasi dengan aplikasi 

lain. 
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