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ABSTRACT

Nutrition is a very important factor for the human body, especially for pregnant
women. The health and nutrition of pregnant women has a significant impact on the
development of the child, and the quality of nutrition received, because if nutritional
needs are not met, the risks for the mother and baby can increase significantly.
According to data from the 2018 Basic Health Survey (Riskades), 48.9% of
pregnant women, 17.3% of whom suffer from chronic energy deficiency (KEK), and
28% of pregnant women are at risk of experiencing birth complications that can
cause death. Even though this figure shows a decline every year, the problem of
poor nutrition in pregnant women remains a major concern. In data analysis, the
classification technique with the best performance was used to classify the
nutritional status of pregnant women. Classification of nutritional status of
pregnant women using the supervised learning method with the Naive Bayes
algorithm and K-nearest neighbor (K-NN). The data set used was 850 pregnant
women in the Cicurug Community Health Center area. This data includes the
variables body weight (BB), upper arm circumference (LiLA), hemoglobin (Hb),
and Body Mass Index (BMI). The research results show that the Naive Bayes
algorithm has an accuracy value of 79.18% with an error value of (0.6802) with
the K-NN model k=3, k=5, and k=7. Meanwhile, the K-NN k=3 and k=35 algorithms
have the most optimum accuracy, namely 94.92% with an error value of (0.1878),
while the K-NN k=7 model has an accuracy value of 93.90% with an error value of
(0.2284).

Keywords: Classification, Naive Bayes, K-NN, Nutritional Status, KEK
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ABSTRAK

Gizi merupakan salah satu faktor yang sangat penting bagi tubuh manusia, terutama
pada ibu hamil. Kesehatan dan gizi ibu hamil memiliki dampak yang signifikan
terhadap perkembangan anak, dan kualitas nutrisi yang diterima, karena jika
kebutuhan nutrisi tidak terpenuhi, risiko bagi ibu dan bayi dapat meningkat secara
signifikan. Menurut data dari Survei Kesehatan Dasar (Riskades) tahun 2018,
48,9% ibu hamil sebanyak 17,3% menderita kekurangan energi kronis (KEK), dan
28% ibu hamil berisiko mengalami komplikasi kelahiran yang dapat menyebabkan
kematian. Meskipun angka ini menunjukkan penurunan setiap tahunnya, masalah
gizi yang kurang baik pada ibu hamil tetap menjadi perhatian utama. Dalam analisis
data, Teknik klasifikasi dengan kinerja terbaik digunakan untuk mengklasifikasikan
status gizi ibu hamil. Klasifikasi status gizi ibu hamil menggunakan metode
supervised learning dengan algoritma naive bayes dan k-nearest neighbor (K-NN).
Data set yang digunakan adalah 850 ibu hamil yang ada di wilayah Puskesmas
Cicurug. Data tersebut mencakup variabel berat badan (BB), lingkar lengan atas
(LiLA), hemoglobin (Hb), dan Indeks Massa Tubuh (IMT). Hasil penelitian
menunjukan algoritma Naive Bayes memiliki nilai akurasi sebesar 79.18% dengan
nilai error (0.6802) dengan model K-NN k=3, k=5, dan k=7. Sedangkan pada
algortima K-NN k=3 dan k=5 memiliki akurasi yang paling optimum yaitu 94.92%
dengan nilai error (0.1878), sedangkan model K-NN k=7 memiliki nilai akurasi
sebesar 93.90% dengan nilai error (0.2284).

Kata Kunci : Klasifikasi, Naive Bayes, K-NN, Status Gizi, KEK
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BAB I
PENDAHULUAN

1.1 Latar Belakang

Kurang gizi merupakan salah satu masalah kesehatan masyarakat yang
masih menjadi perhatian di Indonesia. Ibu hamil merupakan salah satu
kelompok yang rentan mengalami kurang gizi. Gizi merupakan zat makanan
yang dibutuhkan untuk perkembangan, pertumbuhan dan kesehatan tubuh
seseorang. Kurangnya asupan gizi pada ibu hamil dapat berdampak pada
kesehatan ibu dan bayi. Bayi yang lahir dari ibu hamil yang kurang gizi juga
berisiko mengalami stunting, yaitu tinggi badan yang tidak sesuai dengan
usianya.

Peran kecukupan gizi sangatlah penting, dimulai pada trimester pertama
kehamilan hingga seribu hari pertama kehidupan. Indikator yang umum
digunakan untuk mendeteksi dini masalah kurang energi kronis (KEK) pada ibu
hamil adalah risiko KEK, yang ditandai oleh rendahnya Cadangan energi dalam
jangka waktu lama dan dapat diukur dengan lingkar lengan atas (LiLA) di
bawah 23,5 cm atau Indeks Massa Tubuh (IMT) pada pra hamil atau Trimester
I (Usia kehamilan < 12 minggu) di bawah 18,5 kg/m2 (Kurus)[1]. Berdasarkan
sumber data laporan kinerja tahun 2021, diketahui terdapat 283.833 ibu hamil
dengan Lila < 23,5 cm (berisiko KEK) dari 3.249.503 ibu hamil yang diukur
Lila, sehingga diketahui bahwa ibu hamil di Indonesia dengan risiko KEK
sebesar 8,7%[2].

Selama masa kehamilan, ibu memerlukan berbagai jenis nutrisi seperti
karbohidrat, protein, vitamin mineral dan lemak lebih dari yang diperlukan saat
tidak hamil. Mengungkapkan bahwa nutrisi tersebut tidak hanya penting untuk
memenuhi kebutuhan ibu sendiri, tetapi juga untuk mendukung pertumbuhan
dan perkembangan janin dalam kandungan. Selain itu, ibu hamil yang
mengalami kekurangan gizi dapat menyebabkan kelemahan fisik, anemia,
pendarahan, pertambahan berat badan yang tidak normal dan diabetes, yang
sangat berbahaya bagi Kesehatan ibu. Ibu hamil yang mengalami kekurangan

gizi juga memiliki risiko seperti Pertumbuhan Janin Terlambat (PJT),



melahirkan Bayi dengan Berat Badan Lahir Rendah (BBLR), daya tahan tubuh
yang lemah, serta meningkatkan risiko kematian. Ibu hamil yang mengalami
peningkatan berat badan yang cepat juga memiliki risiko seperti pendarahan,
yang bisa menjadi tanda awal diabetes gestariol atau preeklampsia.[3]

Kesehatan ibu hamil adalah hal yang penting dalam perawatan prenatal.
Untuk menghindari berbagai risiko yang disebabkan karena kekurangan atau
kelebihan gizi, perawatan yang tepat dan tepat waktu bagi ibu hamil sangat
penting dilakukan untuk mencegah atau mengurangi risiko kesehatan selama
kehamilan. Untuk mencegah atau mengurangi risiko-risiko yang akan terjadi,
penting untuk mengklasifikasikan risiko Kekurangan Energi Kronis (KEK).
Dengan begitu, pihak terkait bisa mengambil tindakan terhadap ibu hamil yang
kekurangan gizi berdasarkan klasifikasi tersebut. Dalam hal ini, analisis
menggunakan algoritma machine learning yang dapat menjadi pendekatan yang
efektif, salah satu metode yang dapat digunakan adalah metode supervised
learning. Supervised Learning merupakan Teknik dalam pembelajaran mesin
yang mendapatkan informasi atau prediksi dengan membutuhkan data atau fitur
dari setiap sampel dan label yang sesuai sebagai alat masukan[4].

Proses kerja algoritma supervised learning menggunakan data yang sudah
diberi label untuk secara jelas mengenali fitur-fitur, sehingga menghasilkan
model prediksi[5]. Pada penelitian ini proses klasifikasi akan dilakukan
menggunakan Naive Bayes dan K-Nearest Neigbors (KNN). Algoritma Naive
Bayes merupakan sebuah algoritma yang mampu mengelompokkan variable
spesifik dengan menggunakan pendekatan probabilitas dan statistik. Algoritma
ini menggunakan teori probabilitas untuk mengidentifikasi peluang tertinggi
dari berbagai kemungkinan klasifikasi dengan memeriksa seberapa sering
setiap klasifikasi muncul dalam data Latihan[5]. Sedangkan algoritma K-
Nearest Neighbor (KNN) merupakan algoritma untuk mengklasifikasikan data
kie dalam beberapa kelas yang telah dikelompokkan berdasarkan jarak terdekat
atau kemiripan data dengan data latih[6]. KNN melakukan klasifikasi dengan
mencari k objek dalam data training yang paling dekat dengan data testing, baik
itu jarak yang paling dekat maupun yang paling jauh, yang dihitung

menggunakan metode FEuclidean|7]. Euclidean Distance adalah Teknik



perhitungan yang digunakan untuk mengukur jarak antara dua titik dalam ruang
Euclidean[6]. Setelah model dilatih, gunakan data uji untuk melakukan
klasifikasi. Untuk setiap ibu hamil dalam data uji, model akan mencari k
tetangga terdekat berdasarkan atribut yang relevan. Berdasarkan mayoritas label
tetangga terdekat, status gizi ibu hamil dapat diklasifikasikan. Dengan
menerapakan algoritma Naive Bayaes dan K-Nearst Neighbor dapat
mengklasifikasikan status gizi ibu hamil yang menyimpang dari pola normalnya
yang dapat menjadi indikator adanya masalah kekurangan gizi dan kelebihan
pada ibu hamil.

Berdasarkan uraian latar belakang tersebut, maka peneliti akan melakukan
klasifikasi terhadap status gizi ibu hamil dengan data yang bersumber dari
Puskesmas Cicurug. Penelitian ini menggunakan 2 algoritma pengklasifikasian
yaitu metode Naive Bayes dan K-Nearst Neighbor. Dengan adanya
pengklasifikasian data seperti ini, nantinya dapat membantu pihak puskesmas
dalam menentukan status gizi ibu hamil secara efektif dan efisien dengan acuan
parameter tertentu serta untuk memberikan informasi, serta meningkatkan

kesehatan dan kualitas hidup secara keseluruhan.

1.2 Rumusan Masalah

Berdasarkan uraian latar belakang, maka rumusan masalah yang diajukan

penulis, yaitu :

1. Bagaimana penerapan Algoritma Naive Bayes dan K-Nearst Neighbor
diterapkan untuk menentukan status gizi pada ibu hamil sehingga dapat
mencapai akurasi klasifikasi yang optimal terkait dengan status gizi ibu
hamil menggunakan kedua algoritma tersebut.

2. Bagaimana membangun dan merancang sistem klasifikasi status gizi ibu
hamil menggunakan Algoritma Naive Bayes dan K-Nearst Neighbor

sehingga sistem tersebut dapat berjalan dengan efektif?

1.3 Batasan Masalah
Berdasarkan rumusan masalah diatas , maka perlu adanya pembatasan masalah
yang ditinjau, agar penelitian ini tidak terlalu luas tinjauannya :
1. Data yang diambil berasal dari Puskesmas Cicurug yang terdiri dari delapan

desa dalam waktu 1 tahun.



2. Data yang diambil adalah hasil pengukuran berat badan (BB), tinggi badan

(TB), lingkar lengan atas (LiLA), Hemoglobin (Hb), Indeks Massa Tubuh
(IMT), dan penambahan data usia kandungan (UK)[8].

Pembobotan kriteria diambil berdasarkan perhitungan berat badan (BB),
lingkar lengan atas (LiLA), Hemoglobin (Hb), dan Indeks Massa Tubuh
(IMT).

Algoritma yang digunakan adalah algoritma Naive Bayaes dan K-Nearst

Neighbor.

1.4 Tujuan Penelitian

Tujuan dari penelitian ini adalah sebagai berikut :

1.

Untuk memperoleh hasil akurasi yang optimal dalam pengklasifikasian
status gizi pada ibu hamil berdasarkan data yang sudah ditentukan dengan

menggunakan algortima Naive Bayes dan K-Nearst Neighbor.

. Untuk membangun sistem yang dapat mengklasifikan ibu hamil

berdasarkan status gizi menggunakan metode Naive Bayes dan K-Nearst

Neighbor.

1.5 Manfaat Penelitian

Penelitian ini diharapkan bermanfaat bagi semua pihak diantaranya sebagai

berikut :

1.

Bagi Penulis

a. Mendapatkan pemahaman mengenai algoritma Naive Bayes dan K-
Nearest Neighbor.

b. Memenuhi syarat kelulusan sebagai sarjana Teknik Informatika dan
untuk memberikan pengalaman praktis bagi peneliti dalam

mengumpulkan, menganlisis, dan menafsirkan data.

2. Bagi Masyarakat

Terkhususnya ibu hamil dan instansi terkait, dapat memberikan gambaran
pengklasifikasian status gizi ibu hamil dan memberikan informasi.

Bagi Universitas

Dapat digunakan sebagai referensi untuk penelitian-penelitian selanjutnya
di bidang klasifikasi menggunakan metode algoritma Naive Bayes dan K-

Nearest Neighbor.



1.6 Sistematika Penulisan

Peneliti menyusun menjadi beberapa bab untuk memudahkan dalam
mempelajari dan memahami hasil penelitian yang dilakukannya :
BAB I PENDAHULUAN

Bab ini mencakup sejumlah topik mendasar, seperti Latar Belakang,
Batasan Masalah, Rumusan Masalah, Tujuan dan Manfaat Penelitian, serta
Sistematika Penulisan.
BAB II TINJAUAN PUSTAKA

Bab ini memaparkan penelitian terkait, landasan teori dan kerangka
pemikiran.
BAB IIIl METODOLOGI PENELITIAN

Bab ini memaparkan terkait informasi tahapan dalam penelitian,
pengumpulan data, perancangan sistem, serta evaluasi dan validasi hasil.
BAB IV HASIL DAN PEMBAHASAN

Pada bab ini menguraikan terkait dengan tentang hasil dan pembahasan dari
penelitian yang sudah dilakukan oleh penulis mengenai pemrosesan data,
perhitungan algoritma naive bayes dan k-nn, impelementasi sitem, evaluasi dan
hasil validasi model.
BAB V PENUTUP

Bab ini menyajikan kesimpulan dan saran untuk peneliti selanjutnya serta

hasil dari semua pengujian dan analisis yang telah dilakukan.



BABYV
PENUTUP

5.1 Kesimpulan

1.

Berdasarkan hasil perhitungan pada algoritma machine learning yang telah
dilakukan, dapat disimpulkan bahwa secara umum kedua model
mempunyai hasil akurasi yang baik. Pada penelitian ini algoritma Naive
Bayes mempunyai nilai akurasi sebesar 79,18% dengan nilai error sebesar
(0.6802) dengan model K-NN k=3, k=5, dan k=7. Sedangkan algoritma K-
NN _3 dan K-NN_5 mempunyai akurasi paling optimum sebesar 94,92%
dengan nilai error sebesar (0,1878), sedangkan model K-NN_7 mempunyai
nilai akurasi sebesar 93,90 % dengan nilai error (0.2284).

Sistem web app prediksi status gizi ibu hamil menggunakan machine
learning dibangun menggunakan framework Streamlit. Pada sistem ini,
pengguna harus terlebih dahulu menginput parameter yang diperlukan
seperti Berat Badan (BB), Lingkar Lengan Atas (LiLA), Hemoglobin (Hb),
dan Indeks Masa Tubuh (IMT). Pengguna dapat memilih model mana yang
akan digunakan untuk mengklasifikasi status gizi yaitu algoritma Naive

Bayes dan K-NN.

5.2 Saran

1.

Menambah data training dan data testing menjadi lebih banyak lagi, agar
hasil yang diharapkan lebih optimal.

Web app klasifikasi status gizi ibu hamil menggunakan machine learning
ini membutuhkan pengembangan lebih lanjut dengan membangun sistem
dengan interface yang lebih menarik sistem ini juga bisa dikembangkan

tidak hanya klasifikasi saja, tetapi juga menyimpan data ibu hamil.
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