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ABSTRACT 

 

Fast and accurate access to legal information is crucial for society; however, many 

conventional legal search systems have not yet leveraged the latest technological 

advancements. One potential solution is to apply semantic search technology to 

simplify the search for legal information based on laws. This research aims to 

implement semantic search in a legal information retrieval application using a 

WhatsApp ChatBot. The system employs the all-mpnet-base-v2 Transformer model, 

which maps sentences and paragraphs to a 768-dimensional vector space for 

clustering or semantic search. Additionally, it incorporates two comparison 

algorithms to measure the similarity between legal documents: Euclidean Distance 

and Dot Product. The data used is stored in a 768-dimensional vector form in the 

Qdrant database, obtained through an embedding process to generate numerical 

representations of legal texts. The application development method follows the 

Waterfall model, encompassing analysis, design, implementation, and testing 

phases. Testing is conducted using two approaches: Unit Testing to assess 

individual system functions and User Review to evaluate user experience by 

collecting feedback through Google Forms questionnaires. Based on the analysis 

of the F1-Score and threshold relationship, the Euclidean Distance method 

achieves an optimal F1-Score at a threshold of 0.8, whereas Dot Product achieves 

it at 0.58. The ROC-AUC evaluation indicates an AUC of 0.56 for Euclidean 

Distance (moderate performance) and 0.41 for Dot Product (less optimal 

performance). These comparisons demonstrate that Euclidean Distance is superior 

in measuring the similarity between legal documents. Testing the WhatsApp 

ChatBot application shows an accuracy of 90%, with a margin of error of 10%. 

Survey results from 51 respondents indicate a positive reception of the ChatBot: 

73% of respondents find the ChatBot easy to use, 69.8% believe the ChatBot 

adequately understands legal terms, 71% rate the ChatBot's response speed as fast 

enough, and 73.8% consider the ChatBot's answers relevant. This research is 

expected to enhance the accuracy and efficiency of legal information retrieval, 

providing an innovative solution for technology-based legal information access. 

 

Keywords: semantic search, Euclidean Distance, Dot Product, VenomBot, 

ChatBot, WhatsApp, vector database 
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ABSTRAK 

 

Akses informasi hukum yang cepat dan akurat sangat penting bagi masyarakat, 

namun banyak sistem pencarian hukum konvensional yang belum memanfaatkan 

kemajuan teknologi terkini. Salah satu solusi yang dapat diterapkan adalah dengan 

menggunakan teknologi pencarian semantik untuk memudahkan pencarian 

informasi hukum berdasarkan undang-undang. Penelitian ini bertujuan untuk 

mengimplementasikan pencarian semantik dalam aplikasi pencarian hukum 

menggunakan ChatBot WhatsApp. Dalam sistem ini, pencarian hukum dilakukan 

dengan memanfaatkan model Transformers all-mpnet-base-v2, yang memetakan 

kalimat dan paragraf ke ruang vektor berdimensi 768 untuk pengelompokan atau 

pencarian semantik, serta dilengkapi dengan dua algoritma pembanding untuk 

mengukur kesamaan antar dokumen hukum, yaitu Euclidean Distance dan Dot 

Product. Data yang digunakan disimpan dalam bentuk vektor dengan dimensi 768 

di database Qdrant, yang diperoleh melalui proses embedding untuk menghasilkan 

representasi numerik dari teks undang-undang. Metode pengembangan aplikasi 

yang digunakan adalah model Waterfall, yang meliputi tahap analisis, desain, 

implementasi, dan pengujian. Pengujian dilakukan dengan dua pendekatan, yaitu 

Unit Testing untuk menguji fungsi-fungsi sistem secara individual dan User Review 

untuk mengevaluasi pengalaman pengguna dengan mengumpulkan umpan balik 

melalui kuesioner Google Form. Berdasarkan analisis hubungan F1-Score dan 

threshold, metode Euclidean Distance memberikan F1-Score optimal pada ambang 

0.8, sedangkan Dot Product pada 0.58. Evaluasi ROC-AUC menunjukkan AUC 

0.56 untuk Euclidean Distance (performa moderat) dan AUC 0.41 untuk Dot 

Product (performa kurang optimal). Berdasarkan perbandingan tersebut, Euclidean 

Distance terbukti lebih baik dalam mengukur kesamaan antar dokumen hukum. 

Pengujian aplikasi ChatBot WhatsApp menunjukkan akurasi sebesar 90%, dengan 

margin of error 10%. Hasil survei terhadap 51 responden menunjukkan penerimaan 

baik terhadap ChatBot. 73% responden menilai ChatBot cukup mudah digunakan, 

69,8% responden menilai ChatBot cukup mampu memahami istilah hukum. 71 % 

menilai Kecepatan ChatBot dalam memberikan hasil pencarian dinilai cukup cepat, 

dan 73,8% menilai ChatBot bisa menjawab pertanyaan dengan relevan. Penelitian 

ini diharapkan dapat meningkatkan akurasi dan efisiensi dalam pencarian informasi 

hukum, serta memberikan solusi inovatif dalam akses informasi hukum berbasis 

teknologi. 

 

Kata kunci: pencarian semantik, Euclidean Distance, Dot Product, VenomBot, 

ChatBot, WhatsApp, database vektor 
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BAB I 

PENDAHULUAN 

1.1 Latar Belakang 

 

Perkembangan teknologi informasi telah membawa perubahan signifikan 

dalam berbagai aspek kehidupan, termasuk dalam bidang hukum[1]. Pencarian dan 

penelusuran informasi hukum yang efisien dan akurat menjadi kebutuhan mendasar 

bagi praktisi hukum, akademisi, maupun masyarakat umum. Namun, sistem 

pencarian konvensional yang mengandalkan kata kunci (keyword-based search) 

seringkali menghadapi kendala dalam memahami konteks dan makna yang lebih 

dalam dari query pengguna [2]. 

Di era digital saat ini, platform perpesanan seperti WhatsApp telah menjadi 

saluran komunikasi utama bagi mayoritas masyarakat Indonesia, dengan penetrasi 

pengguna mencapai 84.8% dari total pengguna internet [3]. Integrasi layanan 

pencarian hukum melalui ChatBot WhatsApp menjadi solusi strategis untuk 

memperluas akses masyarakat terhadap informasi hukum[4]. penggunaan ChatBot 

berbasis WhatsApp dapat meningkatkan efisiensi dan aksesibilitas layanan publik 

dibandingkan dengan platform konvensional. 

Undang-undang sebagai sumber hukum formal memiliki struktur bahasa yang 

kompleks dan saling terkait antara satu pasal dengan pasal lainnya[5]. Kompleksitas 

ini menyebabkan pencarian informasi hukum menjadi tantangan tersendiri, 

terutama ketika pengguna ingin menemukan interpretasi atau penerapan hukum 

yang relevan dengan kasus tertentu. Penelitian yang dilakukan oleh (Sastriani et al., 

2020)[6], menunjukkan bahwa sistem pencarian tradisional yang hanya 

mencocokkan kata kunci seringkali menghasilkan hasil yang kurang relevan dan 

membutuhkan waktu yang lebih lama dalam proses penelusuran. 

Kemajuan dalam bidang kecerdasan buatan, khususnya dalam teknologi 

pemrosesan bahasa alami (Natural Language Processing), telah memunculkan dua 

pendekatan yang menjanjikan: pencarian semantik dan Large Language Models 

(LLM). Menurut (Herwanza et al., 2024)[7], pencarian semantik memungkinkan 

sistem untuk memahami makna dan konteks dari query pengguna, tidak hanya 
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sebatas pencocokan kata. Sementara itu, LLM seperti GPT (Generative Pre-trained 

Transformer) memiliki kemampuan untuk memahami dan menganalisis teks dalam 

skala besar dengan pemahaman kontekstual yang lebih baik[8]. 

Integrasi ChatBot WhatsApp dengan teknologi LLM dan pencarian semantik 

membuka peluang baru dalam democratisasi akses informasi hukum. Studi yang 

dilakukan oleh (Lubis et al., 2024)[9],menunjukkan bahwa implementasi ChatBot 

berbasis LLM dapat meningkatkan tingkat kepuasan pengguna hingga 78% dalam 

mengakses informasi hukum. Sistem ini memungkinkan pengguna untuk 

mengajukan pertanyaan dalam bahasa natural dan mendapatkan respons yang lebih 

kontekstual dan mudah dipahami. 

Penelitian yang dilakukan oleh (Lai et al., 2024)[10], menunjukkan bahwa 

penggabungan kedua teknologi ini berpotensi memberikan solusi yang lebih efektif 

dalam pencarian dan analisis informasi hukum. Pencarian semantik dapat 

meningkatkan presisi hasil pencarian dengan memahami maksud pengguna, 

sedangkan LLM dapat membantu dalam menginterpretasikan dan menjelaskan 

konteks hukum yang relevan [11]. Namun, implementasi teknologi ini dalam 

konteks sistem hukum Indonesia masih memerlukan kajian mendalam, terutama 

terkait dengan akurasi, efektivitas, dan kesesuaiannya dengan kerangka hukum 

yang berlaku. 

ChatBot berbasis teknologi LLM yang diimplementasikan pada platform 

Whatsapp juga dapat digunakan untuk meningkatkan interaksi pengguna dengan 

sistem pencarian hukum. ChatBot ini dapat memberikan respons otomatis dan 

relevan terhadap pertanyaan hukum yang diajukan oleh pengguna, membantu 

mereka menemukan informasi yang dibutuhkan dengan lebih cepat dan efisien. 

Penggunaan ChatBot dalam konteks ini memungkinkan pengguna untuk 

berinteraksi dengan sistem menggunakan bahasa alami, yang dapat meningkatkan 

kenyamanan dan efisiensi pencarian. 

Undang-Undang (UU) adalah Peraturan Perundang- undangan yang dibentuk 

oleh Dewan Perwakilan Rakyat dengan persetujuan bersama Presiden, peraturan 

perundang-undangan yang diakui keberadaannya mempunyai kekuatan hukum 

mengikat[12]. dan penerapan hukum dilakukan dengan benar dan adil. Penggunaan 

LLM dan pencarian semantik dapat membantu dalam memahami dan menafsirkan 
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ketentuan-ketentuan dalam UU, serta menyediakan akses yang lebih mudah dan 

cepat terhadap informasi yang relevan. 

Untuk meningkatkan akurasi pencarian, metode Euclidean dapat digunakan 

dalam pengukuran kesamaan antara dokumen hukum. Metode Euclidean 

memungkinkan pengukuran jarak antara representasi vector dari dokumen, 

sehingga dapat membantu dalam mengidentifikasi dokumen yang paling relevan 

berdasarkan konten dan konteks yang dicari[13]. Penggunaan metode ini dapat 

meningkatkan presisi dan relevansi hasil pencarian, memberikan hasil yang lebih 

akurat dan kontekstual. 

ChatBot dengan fitur pencarian semantik ini sangat penting, terutama bagi 

generasi muda dan masyarakat umum yang tidak memiliki latar belakang hukum 

yang kuat. Generasi muda saat ini sangat akrab dengan teknologi dan internet, 

namun seringkali kesulitan dalam memahami dan mencari informasi hukum yang 

relevan. Dengan adanya ChatBot yang memanfaatkan pencarian semantik di 

Whatsapp, mereka dapat lebih mudah mengakses dan memahami dokumen hukum, 

termasuk UU. 

Selain itu, dalam banyak kasus hukum yang terjadi di masyarakat, informasi 

yang akurat dan relevan sering kali sulit ditemukan. Pencarian hukum tradisional 

yang hanya mengandalkan kata kunci dapat menyebabkan ketidakakuratan dalam 

hasil pencarian dan menghabiskan banyak waktu. ChatBot dengan pencarian 

semantik dapat membantu dalam menyediakan informasi yang lebih cepat dan 

tepat, sehingga dapat membantu dalam penyelesaian kasus-kasus hukum dengan 

lebih efisien. 

Penelitian ini bertujuan untuk mengkaji implementasi pencarian semantik dan 

LLM dalam penerapan pencarian hukum berdasarkan Undang-undang. Melalui 

penelitian ini, diharapkan dapat ditemukan metode yang lebih efektif dan efisien 

dalam mencari dan menafsirkan informasi hukum yang kompleks, sehingga dapat 

memberikan kontribusi positif terhadap praktik hukum di Indonesia. Dengan 

adanya penelitian ini, diharapkan juga dapat memberikan wawasan baru mengenai 

potensi dan tantangan dalam penggunaan teknologi canggih di bidang hukum, serta 

memberikan rekomendasi yang dapat diimplementasikan oleh instansi pemerintah, 

lembaga hukum, dan pihak-pihak terkait lainnya. 
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Dengan adanya penelitian ini, diharapkan juga dapat memberikan wawasan 

baru mengenai potensi dan tantangan dalam penggunaan teknologi canggih di 

bidang hukum, serta memberikan rekomendasi yang dapat diimplementasikan oleh 

instansi pemerintah, lembaga hukum, dan pihak-pihak terkait lainnya. 

1.2 Rumusan Masalah 

 

Berdasarkan latar belakang yang telah dipaparkan diatas, maka permasalahan 

yang didapat adalah sebagai berikut : 

1. Bagaimana implementasi pencarian semantik dan Large Languange Models 

(LLM) dapat meningkatkan akurasi dan relevansi hasil pencarian hukum 

berdasarkan Undang-Undang(UU) Indonesia? 

2. Bagaimana pencarian semantik dan LLM dapat mempermudah akses 

informasi hukum bagi generasi muda dan masyarakat umum yang tidak 

memiliki latar belakang hukum? 

3. Bagaimana efektivitas pencarian semantik dengan menggunakan bahasa 

inggris dan LLM dalam membantu penyelesaian kasus-kasus hukum di 

Indonesia? 

4. Bagaimana perbandingan performa metode Euclidean Distance dan Dot 

Product dalam pencarian semantik, berdasarkan evaluasi F1-Score dan 

ROC-AUC serta akurasi dari ChatBot whatsapp? 

5. Sejauh mana penerimaan pengguna terhadap ChatBot sebagai alat 

pencarian informasi hukum, dan apa saja aspek yang perlu diperbaiki 

untuk meningkatkan performa ChatBot tersebut? 

1.3 Batasan Masalah 

 

Agar pembahasan penelitian ini berfokus pada ruang lingkup masalah yang 

diinginkan, maka ada batasan masalah yang akan dibatasi sebagai berikut : 

1. Penelitian ini terbatas pada implementasi pencarian semantik dan Model 

Bahasa Besar (LLM) dalam konteks pencarian hukum berdasarkan Undang- 

Undang(UU) Indonesia. 

2. Data yang digunakan dalam penelitian ini terbatas pada dokumen hukum 

yang relevan dengan UU Indonesia dan kasus-kasus hukum terkait. 
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3. Pengujian dan evaluasi dilakukan pada prototipe ChatBot WhatsApp untuk 

pencarian hukum yang dikembangkan selama penelitian, tidak mencakup 

implementasi skala penuh pada sistem hukum nasional. 

4. Dataset yang tersedia adalah undang-undang KUHP yang di dapat dari 

BPHN.JDIH. 

1.4 Tujuan Penelitian 

Berdasarkan rumusan masalah diatas, maka penelitian ini bertujuan untuk : 

1. Mengimplementasikan pencarian semantik dan Model Bahasa Besar (LLM) 

untuk dapat meningkatkan akurasi dan relevansi hasil pencarian hukum 

berdasarkan Undang-Undang. 

2. Menerapkan pencarian semantik dan LLM untuk dapat mempermudah 

akses informasi hukum bagi generasi muda dan masyarakat umum yang 

tidak memiliki latar belakang hukum. 

3. Mengetahui efektivitas pencarian semantik dan LLM dalam membantu 

penyelesaian kasus-kasus hukum di Indonesia. 

4. Membandingkan kinerja metode Euclidean Distance dan Dot Product 

dalam pencarian semantik, dengan menggunakan metrik F1-Score dan 

ROC-AUC sebagai parameter evaluasi serta mengetahui akurasi dari 

ChatBot whatsapp yang di kembangkan. 

5. Mengukur penerimaan pengguna terhadap penggunaan ChatBot dalam 

mencari informasi hukum, serta mengidentifikasi aspek-aspek yang perlu 

diperbaiki berdasarkan survei responden. 

1.5 Manfaat Penelitian 

 

Manfaat dari penelitian ini adalah: 

1. Untuk Mahasiswa 

a. Peningkatan Pemahaman Hukum: Penelitian ini memberikan 

pemahaman yang lebih mendalam tentang bagaimana teknologi seperti 

pencarian semantik dan LLM dapat diterapkan dalam bidang hukum, 

membantu mahasiswa memahami konsep-konsep canggih dalam 

teknologi informasi dan hukum. 
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b. Kemudahan Akses Informasi: Dengan adanya ChatBot di WhatsApp 

pencarian hukum yang lebih cerdas, mahasiswa dapat dengan mudah 

mengakses informasi hukum yang relevan dan akurat untuk mendukung 

studi dan penelitian mereka. 

c. Keterampilan Teknologi: Mahasiswa yang terlibat dalam penelitian ini 

akan mendapatkan keterampilan praktis dalam pengembangan dan 

implementasi teknologi pencarian semantik dan LLM, yang sangat 

berharga dalam karir mereka di bidang teknologi informasi dan hukum. 

2. Untuk Universitas Nusa Putra 

a. Peningkatan Reputasi Akademik: Penelitian ini dapat meningkatkan 

reputasi Universitas Nusa Putra sebagai institusi yang inovatif dan 

berkontribusi dalam pengembangan teknologi canggih di bidang 

hukum. 

b. Pengembangan Kurikulum: Hasil penelitian dapat digunakan sebagai 

bahan ajar dan referensi untuk pengembangan kurikulum di jurusan 

terkait, seperti teknologi informasi, hukum, dan ilmu komputer. 

c. Kerjasama dan Kolaborasi: Penelitian ini membuka peluang bagi 

universitas untuk menjalin kerjasama dengan institusi hukum dan 

teknologi, baik di tingkat nasional maupun internasional. 

3. Untuk Masyarakat 

a. Akses Informasi Hukum yang Lebih Baik: Masyarakat umum, 

termasuk generasi muda, dapat dengan mudah mengakses dan 

memahami informasi hukum yang relevan dan akurat, tanpa 

memerlukan latar belakang hukum yang kuat. 

b. Penyelesaian Kasus Hukum yang Lebih Efisien: Dengan pencarian 

yang lebih akurat dan relevan, masyarakat dapat menemukan informasi 

yang mereka butuhkan untuk menyelesaikan kasus hukum dengan lebih 

efisien. 

c. Peningkatan Literasi Hukum: Penelitian ini dapat meningkatkan literasi 

hukum di kalangan masyarakat, membantu mereka memahami hak dan 

kewajiban mereka sesuai dengan Undang-undang, sehingga dapat 

berpartisipasi secara lebih aktif dan informatif dalam proses hukum. 
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1.6 Sistematika Penulisan 

Sistematika penulisan skripsi ini disusun untuk memberikan gambaran secara 

umum tentang penulisan skripsi yang dikerjakan. Adapun sistematika skripsi ini 

adalah sebagai berikut : 

BAB I: Pendahuluan 

Pada bab ini dijelaskan tentang latar belakang masalah, rumusan masalah, 

batasan masalah, tujuan penelitian dan sistematika penulisan 

BAB II: Tinjauan Pustaka 

Pada bab ini membahas tentang landasan umum mengenai konsep dasar dan 

teori yang berkaitan dengan penelitian diantaranya mengenai literatur-literatur 

terkait tentang metode pencarian semantik, Large Language Models, ChatBot, 

Undang-Undang, serta penelitian terdahulu yang relevan. 

 

BAB III: Metodologi Penelitian 

Pada bab ini mencakup berbagai tahapan penelitian, meliputi tahapan 

pengumpulan data, analisis, perancangan, dan pengembangan sistem. Dibahas juga 

teknik dan alat penelitian yang digunakan sepanjang tahapan tersebut, serta lokasi 

subjek penelitian, data/informasi yang diperlukan, dan waktu yang dialokasikan 

untuk setiap tahapan. 

BAB IV: Hasil Dan Pembahasan 

Pada bab ini berisi tentang hasil dari penelitian yang dilakukan, pembahasan 

dari penelitian yang dilakukan dan pembahasan dari implementasi pencarian 

semantik dan large language models Pda ChatBot WhatsApp, serta pengujian dari 

penelitian yang telah dikerjakan. 

BAB V : Penutup 

Pada bab ini berisi kesimpulan dari semua tahapan penelitian yang dilakukan 

dan saran – saran untuk pengembangan penelitian selanjutnya. 



 

 

BAB V PENUTUP 

 

1.1 Kesimpulan 

Berdasarkan penelitian yang dilakukan dengan judul Implementasi Pencarian 

Semantik dan Large Language Models dalam Penerapan Pencarian Hukum 

Berdasarkan Undang-Undang menggunakan algoritma Euclidean Distance, dapat 

disimpulkan sebagai berikut: 

1. Peningkatan Akurasi dan Relevansi, Implementasi pencarian semantik yang 

didukung oleh Large Language Models (LLM) mampu meningkatkan 

akurasi dan relevansi hasil pencarian hukum berdasarkan Undang-Undang 

Indonesia. Hal ini disebabkan oleh kemampuan LLM dalam memahami 

konteks dan makna semantik dari dokumen hukum, sehingga hasil 

pencarian lebih sesuai dengan kebutuhan pengguna. 

2. Kemudahan Akses Informasi Hukum, Penerapan pencarian semantik dan 

LLM memberikan kemudahan bagi generasi muda dan masyarakat umum 

yang tidak memiliki latar belakang hukum dalam mengakses informasi 

hukum. Antarmuka pencarian yang dirancang sederhana dan kemampuan 

sistem dalam menangkap pertanyaan berbasis bahasa alami membuat akses 

informasi hukum menjadi lebih inklusif. 

3. Efektivitas dalam Penyelesaian Kasus Hukum Sistem pencarian berbasis 

LLM dan semantik efektif dalam membantu penyelesaian kasus hukum. Hal 

ini ditunjukkan oleh kemampuannya untuk memberikan referensi Undang- 

Undang yang relevan secara cepat dan akurat, sehingga mempercepat proses 

analisis hukum bagi para praktisi hukum maupun masyarakat. 

4. Berdasarkan analisis hubungan F1-Score dan threshold, metode Euclidean 

Distance memberikan F1-Score optimal pada ambang 0.8, sedangkan Dot 

Product pada 0.58. Evaluasi ROC-AUC menunjukkan AUC 0.56 untuk 

Euclidean Distance (performa moderat) dan AUC 0.41 untuk Dot Product 

(performa kurang optimal). Berdasarkan perbandingan Euclidean Distance 

lebih baik. Dan berdasarkan pengujian yang dilakukan akurasi aplikasi 

ChatBot WhatsApp adalah 90%, dengan margin of error 10%. 

 

 

 

80 



81 
 

 

5. Berdasarkan survei yang dilakukan terhadap 51 responden mengenai 

penggunaan ChatBot untuk mencari informasi hukum, hasil yang diperoleh 

menunjukkan adanya penerimaan yang baik terhadap ChatBot, meskipun 

masih ada ruang untuk perbaikan. Pada aspek kemudahan penggunaan, 

sebagian besar responden (41,2%) menilai ChatBot cukup mudah 

digunakan (skala 3). Dalam hal pemahaman terhadap istilah hukum, 47,1% 

responden merasa ChatBot cukup mampu memahami pertanyaan (skala 3). 

Kecepatan ChatBot dalam memberikan hasil pencarian hukum dinilai cukup 

cepat oleh 52,9% responden (skala 3). Terakhir, terkait relevansi hasil 

pencarian, 43,1% responden menilai hasilnya cukup relevan (skala 4). Hasil 

ini menunjukkan adanya potensi untuk meningkatkan beberapa aspek 

ChatBot. 

1.2 Saran 

Berdasarkan hasil penelitian, berikut adalah beberapa saran untuk 

pengembangan dan implementasi lebih lanjut: 

1. Peningkatan Basis Data Hukum, Sistem perlu diintegrasikan dengan basis 

data hukum yang lebih luas dan terkini, mencakup peraturan pemerintah, 

peraturan daerah, serta putusan pengadilan untuk meningkatkan cakupan 

pencarian dan relevansi hasil. 

2. Peningkatan Teknologi Algoritma Algoritma Euclidean Distance dapat 

dikombinasikan dengan algoritma lain seperti cosine similarity atau 

teknologi berbasis pembelajaran mendalam (deep learning) untuk 

meningkatkan keakuratan dalam penentuan kesamaan dokumen. 

3. Pelatihan Model Berbasis Konteks Lokal, Mengembangkan model LLM 

yang lebih spesifik terhadap konteks hukum Indonesia, dengan melatih 

model menggunakan data dari dokumen hukum lokal, agar lebih adaptif 

terhadap terminologi hukum yang unik di Indonesia. 

4. Pengembangan Antarmuka Pengguna, Sistem dapat dilengkapi dengan 

antarmuka visual yang lebih ramah pengguna serta fitur tambahan seperti 

rekomendasi otomatis, penjelasan pasal, dan navigasi yang lebih intuitif 

untuk meningkatkan pengalaman pengguna. 
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5. Sosialisasi dan Edukasi, Sosialisasi penting dilakukan untuk 

memperkenalkan sistem ini kepada masyarakat umum, khususnya generasi 

muda, melalui pelatihan atau seminar terkait pemanfaatan teknologi 

pencarian hukum berbasis LLM. 

6. Evaluasi Berkelanjutan, Dilakukan evaluasi berkala terhadap kinerja sistem 

dengan melibatkan pengguna dari berbagai latar belakang, baik hukum 

maupun non-hukum, untuk memastikan sistem tetap relevan dan 

bermanfaat. 

Dengan implementasi dan pengembangan yang berkesinambungan, sistem 

pencarian semantik berbasis LLM dapat menjadi solusi inovatif dalam 

mempermudah akses dan pemanfaatan informasi hukum di Indonesia. 
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