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ABSTRACT 

 

The search for relevant and accurate information is a crucial aspect of 

understanding the interpretation of the Quran. Implementing semantic search can 

help users find interpretations that align with their context and needs. The cosine 

similarity algorithm can be used to measure the similarity between a query and 

interpretation data. After using the cosine similarity algorithm, Large Language 

Models (LLMs) can be employed to deeply understand the meaning of queries and 

interpretations, resulting in more relevant and accurate searches. Therefore, this 

research aims to implement cosine similarity and LLMs for semantic search. The 

proposed semantic search system is built following the ML-SDLC method, which 

consists of the stages: planning, data collection, data preprocessing, model 

development, evaluation, and deployment. Users can perform searches by entering 

inputs into the search engine, the input will be converted into vectors, then the 

system will search the Quran interpretation dataset that has been converted into 

vectors and stored in a vector database. Cosine similarity is used to measure the 

semantic relevance between the query representation and the vector representation 

of the Quran interpretations. The GPT-4 model will summarize the semantic search 

results and present them to the user. Based on the model evaluation results using 

F1-Score vs. Threshold and ROC-AUC Score, the F1-Score yielded a value of 0.819 

with a threshold of 0.410, while the ROC-AUC Score result was 0.587. The model 

testing results showed an accuracy of 96%, and for relevance testing, the results 

showed an accuracy of 89%. 

 

Keywords: Semantic Search, Cosine Similarity, LLM, Quran Interpretation, Vector 
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ABSTRAK 

 

Pencarian informasi yang relevan dan akurat merupakan aspek penting dalam 

memahami tafsir Al-Quran. Implementasi pencarian semantik dapat membantu 

pengguna menemukan tafsir yang sesuai dengan konteks dan kebutuhan. Algoritma 

cosine similarity dapat di gunakan untuk mengukur kesamaan antara query dan data 

tafsir. Kemudian setelah penggunaan algoritma cosine similarity, Large 

Languange Models (LLM) dapat di gunakan untuk memahami makna query dan 

tafsir secara mendalam, sehingga mengahsilkan pencarian yang lebih relevan dan 

akurat. Oleh karena itu, pada penelitian ini bertujuan untuk menerapkan algoritma 

cosine similarity dan LLM untuk pencarian semantik. Sistem pencarian semantik 

yang di usulkan di bangun dengan mengikuti metode ML-SDLC yang terdiri dari 

tahapan : perencanaan, pengumpulan data, preprocessing data, pengembangan 

model, evaluasi dan deployment. Pengguna dapat melakukan pencarian dengan 

memasukan inputan pada mesin pencarian, hasil inputan akan di jadikan vektor 

kemudian sistem akan melakukan pencarian ke Dataset tafsir Al-Quran yang sudah 

di ubah ke dalam bentuk vektor dan di simpan dalam database vektor kemudian 

cosine similarity di gunakan untuk mengukur relevansi semantik antara representasi 

query dan representasi vektor dari tafsir Al-Quran, Model GPT-4 akan merangkum 

hasil pencarian semantik dan di tampilkan ke pengguna. Berdasarkan hasil evaluasi 

model dengan menggunakan F1-Score Vs Threshold dan ROC-AUC Score. F1- 

Score memberikan nilai 0,819 dan untuk Threshold 0,410 semntara itu hasil dari 

ROC-AUC Score 0,587. Berdasarkan hasil pengujian model menunjukan akurasi 

96% dan untuk pengujian relevansi hasil menunjukan akurasi 89%. 

 

Kata kunci : Pencarian Semantik, Cosine Similarity, LLM, Tafsir Al-Quran, Vektor 
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BAB I 

PENDAHULUAN 

1.1 Latar Belakang 

 

Perkembangan era digitalisasi informasi saat ini, membuat pencarian dan 

pemahaman makna terhadap Al-Qur’an tidak hanya terbatas pada pencarian 

konveksional. Al-Qur’an merupakan sumber utama ajaran dan pedoman bagi umat 

islam di seluruh dunia. Memahami makna dan tujuan dari setiap ayat Al-Qur’an 

merupakan hal yang penting bagi umat islam. Namun, dalam proses pencarian 

tafsir Al-Qur’an, seringkali orang mengalami kendala dalam menemukan konteks 

yang relevan dengan pertanyaan atau kebutuhan mereka. Hal ini disebabkan oleh 

variasi istilah, gaya bahasa, dan kompleksitas struktur kalimat Al-Quran. 

Untuk memahami makna dari Al-Quran di perlukan sebuah ilmu tafsir. Tafsir 

yaitu ilmu yang mempelajari cakupan tentang keadaan turunnya ayat Al- 

Qur’an, asbab al-nuzul, urutan makiyyah-madaniyyah, muhkam-mustasyabbih, 

nasikh-mansukh, khãs-‘am, mutlaq-muqãayyãd,mujmal, halal-harãm, janji- 

janji, perintah-larangan, i’tibar perumpamaan di dalam Al-Qur’an[1]. Dalam 

mempelajari Al-Quran biasanya orang – orang hanya fokus dalam mempelajri ilmu 

tajwid untuk membaca Al-Quran dan merasa itu sudah cukup. Untuk itu dengan 

adanya penelitian ini bisa menambah wawasan dan pemahaman bahwa mempelajari 

Al-Quran bukan hanya terfokus pada membaca saja melainkan memahami juga 

makna dari setiap ayat-ayat yang ada. Dengan adanya penerapan pencarian 

semantik dalam tafsir Al-Quran di penelitian ini memungkinkan mesin pencari 

untuk memahami intents dan konteks dari pertanyaan pencarian, sehingga hasil 

pencarian yang dihasilkan menjadi lebih relevan dan akurat.  

Metode yang digunakan untuk mengambil informasi Al-Qur'an dapat 

dikategorikan menjadi tiga jenis yaitu : berbasis semantik, berbasis kata kunci dan 

Cross-Language Information Retrieval (CLIR). Metode berbasis semantik adalah 

teknik pencarian berbasis konsep yang menghasilkan hasil berdasarkan makna kata 

atau kecocokan konsep. Metode berbasis kata kunci menghasilkan hasil 

berdasarkan kueri kata yang cocok dengan huruf. Metode CLIR mengambil 
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informasi yang ditulis dalam bahasa yang berbeda dari bahasa permintaan 

pengguna. [2]. Kebanyakan alat pencarian Alquran menggunakan teknik pencarian 

kata kunci . Metode pencarian semantik dalam Al-Quran yang ada saat ini adalah 

metode berbasis ontologi dan himpunan sinonim. Teknik berbasis ontologi mencari 

konsep/topik yang sesuai dengan query pengguna. Metode ini kemudian 

menghasilkan ayat-ayat yang berkaitan dengan topik tersebut. Metode himpunan 

sinonim menggunakan sinonim untuk kata kueri. Kemudian, menemukan semua 

ayat Al-Quran yang cocok dengan sinonim dari sinonim kata-kata tersebut. CLIR 

menerjemahkan kata-kata dari kueri masukan ke dalam bahasa berbeda dan 

kemudian mengambil ayat-ayat yang cocok dengan kata-kata yang diterjemahkan 

[2]. 

Penelitian kali ini akan membahas mengenai penggunaan pencarian semantik 

pada tafsir Al-Quran dengan menggunakan algoritma cosine similarity dan large 

language models. Cosine similarity adalah perhitungan kesamaan antara dua vektor 

n dimensi dengan mencari kosinus dari sudut diantara keduanya dan sering 

digunakan untuk membandingkan dokumen dalam text mining[3]. LLM (Large 

Language Model) merupakan Salah satu Kecerdasan Buatan generatif yang paling 

populer saat ini, LLM yaitu model jaringan syaraf yang didasarkan pada data teks 

dengan jumlah yang besar, dan dirancang untuk menghasilkan output yang 

menyerupai manusia, termasuk namun tidak terbatas pada prosa, puisi, dan bahkan 

kode program[4]. 

Walaupun pencarian semantik telah berkembang dalam berbagai bidang. Akan 

tetapi, pengaplikasinya dalam tafsir Al-Quran masih terbatas. Penelitian ini 

berusaha mengatasi kesenjangan tersebut dengan mengintegrasikan teknologi 

pencarian semantik menggunakan algoritma cosine similarity dan large language 

models. Untuk memperoleh hasil yang lebih efektif, pengembangan aplikasi ini 

menggunakan Vector Database. Tujuan spesifik dari penggunaan Vector Database 

meliputi peningkatan dalam akurasi pencarian tafsir dan kemudahan dalam 

mengidentifikasi dan memahami tafsir, dataset yang akan di gunakan di ambil dari 

quran.kemenag.go.id dan quran.com. 

Berdasarkan latar belakang yang telah dipaparkan maka penulis tertarik untuk 

melakukan penelitian dengan judul “Implementasi Pencarian Semantik Dalam 

https://www.sciencedirect.com/topics/computer-science/keyword-search
https://www.sciencedirect.com/topics/computer-science/keyword-search
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Tafsir Al-Quran Dengan Algoritma Cosine Similarity Dan Large Language 

Models”. Diharapkan dengan penelitian ini akan memberikan kontribusi yang 

berarti dalam bidang studi tafsir Al-Quran, dan juga dengan algoritma yang 

digunakan dapat mengoptimalkan pencarian semantik. 

1.2 Rumusan Masalah 

 

Berdasarkan latar belakang yang telah dipaparkan di atas, maka permasalahan 

yang didapat adalah sebagai berikut : 

1. Bagaimana cara mengintegrasikan algoritma cosine similarity dan large 

language models untuk melakukan pencarian semantik dalam teks tafsir Al- 

Quran? 

2. Bagaimana akurasi dari pencarian semantik dengan algoritma yang 

digunakan? 

3. Bagaimana pengaruh penggunaan vector database dalam algoritma yang 

digunakan? 

1.3 Batasan Masalah 

 

Agar pembahasan penelitian ini berfokus pada ruang lingkup masalah yang 

diinginkan, maka ada batasan masalah yang akan dibatasi sebagai berikut : 

1. Pemfokusan pencarian semantik hanya pada tafsir Al-Quran. 

2. Tafsir yang digunakan adalah tafsir Ibnu Katsir, Tafsir Wajiz, Tafsir Tahlili 

dan Tafsir Mufti Muhammad Shafi, juga beberapa data tambahan seperti 

Kesimpulan Surah, Asbabun Nuzul, Kosa Kata, Outro Surah dan Intro 

Surah. 

3. Database vector yang digunakan berdimensi 384, 768, dan 3072. 

4. Pencarian tidakdi gunakan bisa untuk melakukan perhitungan. 

5. Hasil atau urutan dari hasil pencarian tidak selalu sama. 

1.4 Tujuan Penelitian 

Berdasarkan rumusan masalah di atas, maka penelitian ini bertujuan untuk : 

1. Menerapkan algoritma cosine similarity dan large language models untuk 

melakukan pencarian semantik dalam teks tafsir Al-Quran. 

2. Mengetahui kinerja pencarian semantik dengan algoritma yang digunakan. 
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3. Mengetahui pengaruh penggunaan vector database dalam algoritma yang 

digunakan. 

1.5 Manfaat Penelitian 

 

Manfaat dari penelitian ini adalah: 

1. Bagi Penulis 

a. Memberikan pengalaman dalam menerapkan algoritma cosine 

similarity dan large language models untuk pencarian semantik, yang 

dapat meningkatkan pemahaman dan keterampilan penulis di bidang 

tersebut. 

b. Hasil dari penelitian ini akan menjadi bahan informasi yang bermanfaat 

bagi penulis. 

c. Mendapatkan pengalaman dalam sebuah penelitian dan penulisan 

penelitian. 

2. Bagi Instansi 

a. Aplikasi yang dihasilkan bisa digunakan untuk media pembelajaran 

tafsir Al-Quran. 

b. Aplikasi yang dihasilkan bisa digunakan mempermudah melakukan 

pencarian tafsir Al-Quran. 

3. Bagi Pembaca 

a. Hasil dari penelitian ini akan menjadi bahan informasi yang bermanfaat 

bagi pembaca sehingga dapat menambah referensi dan wawasan. 

b. Memberikan pemahaman tentang penerapan algoritma cosine similarity 

dan large language models untuk pencarian semantik. 

1.6 Sistematika Penulisan 

 

Sistematika penulisan skripsi ini disusun untuk memberikan gambaran secara 

umum tentang penulisan skripsi yang dikerjakan. Adapun sistematika skripsi ini 

adalah sebagai berikut : 

BAB I: Pendahuluan 

Pada bab ini dijelaskan tentang latar belakang masalah, rumusan masalah, 

batasan masalah, tujuan penelitian dan sistematika penulisan 



5 
 

 

 

 

BAB II: Tinjauan Pustaka 

Pada bab ini membahas tentang landasan umum mengenai konsep dasar dan 

teori yang berkaitan dengan penelitian diantaranya mengenai literatur-literatur 

terkait tentang metode pencarian semantik, algoritma cosine similarity, Large 

Language Models, vektor database, serta penelitian terdahulu yang relevan. 

BAB III: Metodologi Penelitian 

Pada bab ini mencakup berbagai tahapan penelitian, meliputi tahapan 

pengumpulan data, analisis, perancangan, dan pengembangan sistem. Dibahas juga 

teknik dan alat penelitian yang digunakan sepanjang tahapan tersebut, serta lokasi 

subjek penelitian, data/informasi yang diperlukan, dan waktu yang dialokasikan 

untuk setiap tahapan. 

BAB IV: Hasil Dan Pembahasan 

Pada bab ini berisi tentang hasil dari penelitian yang dilakukan, pembahasan 

dari penelitian yang dilakukan dan pembahasan dari implementasi pencarian 

semantik dengan algoritma cosine similarity dan large language models, serta 

pengujian dari penelitian yang telah dikerjakan. 

BAB V : Penutup 

Pada bab ini berisi kesimpulan dari semua tahapan penelitian yang dilakukan 

dan saran – saran untuk pengembangan penelitian selanjutnya. 



6 
 

 



62 

 

 

BAB V 

KESIMPULAN DAN SARAN 

5.1 Kesimpulan 

Berdasarkan urain yang telah di paparkan pada BAB sebelum nya, penelitian 

ini dapat menjawab pertanyaan rumusan masalah dari BAB 1 yang dapat di 

simpulkan sebagi berikut : 

1. Penelitian telah menghasilkan sistem pencarian semantik tafsir Al-Quran 

dengan mengintegrasikan algoritma cosine similarity yang di gunakan 

untuk menghitung kesamaan dua buah vektor antara vektor dari inputan 

(query) dan vektor dari database Qdrant. Penelitian ini juga berhasil 

menerapkan large language models dengan menggunakan GPT-4 untuk 

melakukan proses peringkasan dari hasil pencarian sehingga menghasilkan 

sebuah rangkuman dan juga di gunakan untuk mencari jawaban terbaik dari 

hasil perhitungan cosine similarity. 

2. Berdasarkan pengujian yang telah di lakukan kinerja sistem pencarian 

semantik dengan algoritma cosine similarity dan large language models 

menunjukan hasil yang baik. Yaitu, 96% untuk akurasi dari model testing 

dan 89% untuk akurasi relevansi hasil. 

3. Dimensi vektor 3072 mencapai F1-Score tertinggi sebesar 0.819 dan 

memiliki kinerja terbaik dalam hal ROC-AUC Score sebesar 0.582. Sebagai 

perbandingan, dimensi vektor 768 hanya menghasilkan F1-Score sebesar 

0.6 dan ROC-AUC Score sebesar 0.41, sementara dimensi vektor 384 

menghasilkan F1-Score sebesar 0.65 dan ROC-AUC Score sebesar 0.45. 

Hasil ini menunjukkan bahwa dimensi vektor 3072 memberikan performa 

yang paling unggul. Penggunaan dimensi vektor yang lebih tinggi 

memungkinkan representasi teks yang lebih detail dan kaya, penting untuk 

menangkap nuansa dan konteks dari tafsir Al-Quran. Oleh karena itu, untuk 

mencapai kinerja optimal dalam pencarian semantik tafsir Al-Quran, 

penggunaan dimensi vektor 3072 sangat direkomendasikan. 
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5.2 Saran 

Berdasarkan hasil penelitian yang telah di lakukan terdapat beberapa saran 

perbaikan yang dapat dilakukan untuk meningkatkan akurasi model sistem 

pencarian semantik tafsir ayat Al-Quran, antara lain: 

1. Memperbanyak data tafsir : Meningkatkan jumlah data yang digunakan 

untuk model mesin pencarian dapat memberikan referensi yang lebih 

banyak sehingga hasil pencarian akan lebih baik. 

2. Meningkatkan kualitas data: Meningkatkan kualitas data yang digunakan 

untuk model pencarian sehingga model dapat belajar dari data yang lebih 

akurat. 

3. Mengembangkan algoritma pencarian: Mengembangkan algoritma 

pencarian yang lebih canggih sehingga model dapat lebih memahami 

maksud pengguna. 

4. Melakukan evaluasi terhadap sistem yang telah di buat secara berkala untuk 

memastikan bahwa sistem pencarian selalu mampu menjawab query dengan 

tepat. 
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