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ABSTRAK 

Abstrak— Kemajuan teknologi yang pesat saat ini mempengaruhi berbagai aspek 

kehidupan serta memberi kemudahan serta efisiensi pada berbagai aspek. 

Penerapan teknologi salah satunya di bidang finansial, yaitu dengan semakin 

banyak layanan keuangan digital yang memberi kemudahan bagi transaksi 

keuangan. Salah satu jenis keuangan digital yang banyak digunakan di masyarakat 

adalah aplikasi Dana. Dana menyediakan layanan yang dapat digunakan 

penggunanya serta sering memberikan informasi produk melalui akun media sosial 

Instagram. Feedback serta komentar tentang aplikasi didapatkan dari pengguna. 

Dengan menerapkan pemodelan Bidirectional Encoder Representations from 

Transformers (BERT) dari IndoBert pada proses analisa sentimen dari komentar 

pengguna Aplikasi DANA di Instagram pada penelitian ini , diharapkan dapat 

memberi informasi dan memudahkan dalam memahami opini dari pengguna, 

mendeteksi masalah dan keluhan, serta menjadikan wawasan bagi pengguna 

terhadap aplikasi Dana. Dari latar belakang tersebut, penelitian tentang analisa 

sentimen komentar dari pengguna aplikasi Dana dilakukan . Data yang digunakan 

didapat dari komentar akun Instagram Dana berjumlah 2084. Data tersebut terbagi 

menjadi 2 kategori yaitu positif dan negatif berdasarkan pelabelan otomatis oleh 

Transformers. Dari hasil pemodelan dengan metode pre-trained Bidirectional 

Encoder Representations from Transformers (BERT) dari IndoBert, diperoleh hasil 

accuracy 98% dari data latih serta validasi accuracy sebesar 93% dengan 

hyperparameter yaitu batch size 32 dan epoch pelatihan 10 dengan proporsi data 

latih dan data uji 70:30. Pemodelan kemudian dilakukan proses deployment 

menggunakan streamlit, agar dapat diintegrasikan ke sistem atau aplikasi berbasis 

web. 

Kata Kunci — Dana, pre-trained Bidirectional Encorder Representations 

From Transformers (BERT), IndoBert, Analisis Sentimen 
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ABSTRACT 

The rapid advancement of technology at present influences various aspects of life 

and provides convenience and efficiency in various areas. The implementation of 

technology is evident in the financial sector, with an increasing number of digital 

financial services facilitating financial transactions. One popular form of digital 

finance widely used in society is the Dana application. Dana offers services that 

users can utilize and often provides product information through its Instagram 

social media account. Feedback and comments about the application are gathered 

from users. By employing the Bidirectional Encoder Representations from 

Transformers (BERT) modeling of IndoBert in the sentiment analysis process of 

user comments on the DANA application on Instagram in this study, it is expected 

to provide information and facilitate understanding of user opinions. The goal is to 

detect issues and complaints, offering insights to users about the Dana application. 

Based on this background, research on sentiment analysis of user comments on the 

Dana application is conducted. The data used in the study consists of comments 

from the Dana Instagram account, totaling 2084. The data is divided into two 

categories: positive and negative, based on automatic labeling by the Transformers. 

The modeling results using the pre-trained Bidirectional Encoder Representations 

from Transformers (BERT) method from IndoBert show an accuracy of 98% on the 

training data and a validation accuracy of 93%. The hyperparameters used are a 

batch size of 32 and a training epoch of 10, with a 70:30 ratio for training and 

testing data. Subsequently, the modeling undergoes a deployment process using 

Streamlit to integrate it into a web-based system or application. 

Keywords — Dana, pre-trained Bidirectional Encorder Representations From 

Transformers (BERT), IndoBert, Sentimen Analytic 
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BAB I 

PENDAHULUAN 

1.1 Latar Belakang 

Kemajuan Teknologi yang pesat saat ini mempengaruhi berbagai aspek 

kehidupan menjadi serba mudah dan efesien, seiring dengan penetrasi teknologi 

digital yang sangat dalam dan digunakan secara luas, dampak teknologi digital akan 

semakin terasa, terutama di dunia bisnis. Salah satunya industry finansial yang 

berinovasi menyediakan layanan dompet digital atau E-wallet. 

DANA adalah dompet digital Indonesia yang dirancang untuk menangani 

semua transaksi tunai dan kartu digital online dan offline dengan kecepatan, 

kenyamanan dan keamanan yang terjamin. Talenta terbaik Indonesia akan terus 

mengembangkan dana sebagai dompet digital open platform yang dapat digunakan 

untuk mendukung segala aktivitas keuangan dan gaya hidup digital seluruh 

masyarakat Indonesia. Dengan dana, masyarakat dapat menjadi lebih produktif, 

efisien dan kompeten. Dana juga dapat dioptimalkan untuk mendukung komitmen 

pemerintah dalam menekan biaya produksi dan distribusi uang fisik, serta 

meningkatkan literasi dan inklusi keuangan masyarakat Indonesia. Dana 

merupakan bukti kemampuan Indonesia dalam membangun dan mengembangkan 

teknologi dan infrastruktur ekonomi digital yang dapat dipercaya setiap saat. 

Pada penelitian ini aplikasi dana dipilih karena berdasarkan survei yang 

dilakukan oleh merdeka, dana menjadi aplikasi popular setelah gopay dan ovo yang 

dimana dana ini memiliki pertumbuhan terpesat dalam jumlah penggunaanya. Dana 

juga menyediakan banyak layanan yang dapat digunakan penggunanya, dari 

banyaknya layanan itu menimbulkan feedback dari pengguna seperti layanan topup 

yang gagal, tidak memperoleh cashback yang seharusnya, tidak sesuai dengan yang 

dikampanyekan dan lainnya, Pada akun Instagram dana, dana sering kali 

melakukan kampanye agar pengguna mengetahui informasi terbarunya. Kampanye 

tersebut menuai banyak komentar yang ditulis pengguna, dari banyaknya komentar 

yang diperoleh dari kampanye tersebut perlunya analisis sentiment agar perusahaan 

dapat terbantu dalam pemahaman opini pengguna, pemantauan respon pengguna 

untuk mengetahui bagaimana responnya, mendeteksi masalah dan keluhan, selain 
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bagi perusahaan bagi pengguna juga mendapat wawasan terhadap aplikasi dana, 

salah satunya reputasi perusahaan dana . 

Media sosial saat ini sudah menjadi tempat bagi masyarakat untuk 

mengeluarkan ekpresi dan pendapat dari berbagai macam topik salah satunya yaitu 

Instagram. Instagram adalah sebuah platfrom media sosial untuk berbagi cerita 

dengan foto atau video ke sesama pengguna[1]. Indonesia merupakan negara 

pengguna Instagram terbanyak dengan 105 juta pengguna atau 37,8% dari jumlah 

populasi di Indonesia pada maret 2023 yang tercatat pada napoleoncat, jumlah 

pengguna tersebut merupakan terbesar keempat di dunia [2]. Pengguna Instagram 

dapat dengan bebas memberikan komentar untuk mengeluarkan pendapat terhadap 

postingan tersebut, tidak bisa dipungkiri pengguna sering kali berkomentar dengan 

kata-kata kasar dan tidak segan melontarkan ujaran kebencian. Pada akun Instagram 

@Dana.id yang postingannya selalu mendapatkan komentar baik itu sebuah 

masukan yang bersifat membangun atau menjatuhkan. dari banyaknya komentar 

yang disampaikan pemilik akun, perlu mengidentifikasikan masalah yang muncul, 

namun untuk membaca dan mengklasifikan setiap komentar perlu waktu yang lama 

dan tidak efektif. Maka dari itu perlunya sebuah sistem yang dapat mengklasifikan 

komentar kedalam kelas sentiment secara otomatis serta analisis yang cocok. 

Sentiment Analysis (analisis sentimen) atau sebuah opinion mining 

(penambangan opini) yang merupakan sebuah teknik pengolahan bahasa alami 

yang bertujuan untuk mengenali dan mengekspresikan opini, perasaan, evaluasi, 

sikap, subjektivitas, penilaian yang terkandung dalam suatu teks [3]. Penelitian 

pada bidang analisis sentimen sudah banyak diadakan dikarenakan persaingan 

pemasaran yang meningkat serta kebutuhan masyarakat yang berubah [4]. Analisis 

sentiment sangat berguna bagi pengembang E-Wallet untuk mengetahui 

pengalaman bertransaksi pengguna. Dengan membaca ulasan dari media sosial 

dapat memutuskan arah pengembangan dan peningkatan layanan dari E-Wallet[5]. 

Berdasarkan uraian diatas penulis memilih untuk melakukan Implementasi 

Metode Bidirectional Encoder Representations from Transformers (BERT) untuk 

Analisis Sentimen Komentar Pengguna Aplikasi Dana di Instagram. 
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1.2 Rumusan Masalah 

Adapun rumusan masalah pada penelitian ini yaitu : 

a. Bagaimana melakukan analisis sentimen menggunakan metode BERT 

bahasa Indonesia dari IndoBert pada komentar Instagram ? 

b. Bagaimana performa metode BERT bahasa Indonesia dari IndoBert, 

dalam mengklasifikasikan sentiment dari komentar intagram ? 

1.3 Batasan Masalah 

Batasan masalah pada penelitian ini yaitu : 

a. Data yang digunakan berbahasa Indonesia. 

b. Data yang digunakan adalah komentar dari postingan akun Instagram 

resmi yang dimiliki oleh dana. 

c. Model yang digunakan Bidirectional Encoder Representations from 

Transformers (BERT) bahasa Indonesia dari IndoBert. 

d. Pengambilan data dengan cara crawling menggunakan ekstensi google 

chrome yaitu Data Miner. 

1.4 Tujuan Penelitian 

Tujuan dari penelitian ini yaitu : 

a. Menerapkan analisis sentiment menggunakan metode BERT dari 

IndoBert 

b. Menunjukan keunggulan metode BERT dari IndoBert 

 

1.5 Manfaat Penelitian 

Berdasarkan tujuan penelitian diatas, maka diharapkan memperoleh 

manfaat sebagai berikut : 

1. Manfaat Teoritis 

Secara teoritis penelitian ini diharapkan dapat memberikan 

informasi serta manfaat bagi perusahaan dan Masyarakat untuk 

mengetahui sentiment aplikasi Dana pada komentar di Instagram 

2. Manfaat Praktis 

Secara praktis penelitian ini dapat bermanfaat sebagai berikut : 

a. Bagi Penulis 
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▪ Memahami dan mengerti serta menambah wawasan pengunaan 

algoritma Biderectional Encorder Representation Transformers 

(BERT) untuk analisis sentiment. 

▪ Mengetahui performa metode Biderectional Encorder 

Representation Transformers (BERT) dari IndoBert yang sudah 

dilatih untuk analisis sentiment terhadap komentar pengguna 

Instagram pada akun Instagram dana 

▪ Memberikan sumbangan buku karya ilmiah khususnya pada 

bidang pengolahan data. 

b. Bagi Masyarakat 

▪ Memberikan informasi terkait sentiment dari aplikasi Dana 

▪ Menjadi referensi penelitian mendatang bila akan melakukan 

penelitian dengan tema terkait 

▪ Menambah pengetahuan pembaca untuk mengimplentasikan 

algoritma Biderectional Encorder Representation Transformers 

(BERT) pada analisis sentiment 

c. Bagi Perusahaan 

▪ Memberikan informasi bagaimana respon masyarakat terkait 

kampanye yang disebarkan. 

▪ Mendeteksi masalah dan keluhan serta mempercepat dalam 

proses klasifikasi 

1.6 Sistematika Penulisan 

Untuk memudahkan bagi pembaca dalam menganalisa dan memahami hasil 

dari penelitian yang dilakukan penulis, maka penulis membuat suatu sistematika 

penulisan yang dibagi atas beberapa bab sebagai berikut: 

BAB I : PENDAHULUAN 

 

Dalam bab ini dibahas mengenai: Latar Belakang, Rumusan Masalah, Batasan 

Masalah, Tujuan dan Manfaat Penelitian, dan Sistematika Penelitian. 

BAB II : TINJAUAN PUSTAKA 
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Dalam bab ini dibahas mengenai: Penelitian terkait, Landasan Teori dan Kerangka 

Pemikiran. 

BAB III : METODOLOGI PENELITIAN 

 

Dalam bab ini dibahas mengenai:Tahapan penelitian yang dilakukan serta 

pembahasan pengumpulan data. 

BAB IV : HASIL DAN PEMBAHASAN 

 

Dalam bab ini dibahas mengenai: hasil penelitian tentang ketercapaian tujuan 

penelitian yang berarti pula terselesaiannya masalah. 

BAB V : PENUTUP 

 

Dalam bab ini dibahas mengenai: ringkasan tentang pembahasan hasil penelitian 

yang membahas tentang kecapaian tujuan penelitan. 



46 
 

 

 

 



 

 

 

 

 

 

5.1 Kesimpulan 

BAB V 

PENUTUP 

Berdasarkan pengujian dan penelitian Implementasi Metode Bidirectional 

Encoder Representations from Transformers (BERT) untuk Analisis Sentimen 

Komentar Pengguna Aplikasi Dana di Instagram dapat disimpulkan : 

1. Dari data yang sudah terkumpul sebanyak 1331 menggunakan Data Miner 

yang merupakan data komentar di Instagram akun resmi Dana yang 

kemudian diberikan label memiliki data positif sebanyak 147 dan negatif 

sebanyak 1042, dari data yang yang sudah diberi label memiliki 

kesenjangan data yang sangat jauh antara positif dan negatif sehingga 

dilakukan oversampling agar data seimbang. 

2. Dengan menggunakan model BERT dari IndoBert penulis dapat merancang 

dan membangun sebuah analisis sentiment berdasarkan kata yang 

menghasilkan sebuah predeksi positif maupun negatif. 

3. Analisis Sentiment menggunakan BERT dari IndoBert menghasilkan 

akurasi sebesar 98% dan validasi akurasi sebesar 93% pada pelatihan 

selama 10 epoch dengan pembagian proporsi data 70:30, dapat disimpulkan 

bahwa model BERT dari IndoBert ini memiliki performa yang baik dalam 

menganalisis kata. 

4. Berdasarkan pengujian model yang dilakukan menggunakan confusion 

matrix, model mendapatkan akurasi sebesar 91% serta presisi sebesar 0,92, 

recall 0.88, f1-score 0.90 untuk negatif sedangkan positif mendapatkan 

presisi sebesar 0.89, recall 0.93, f1-score 0.91. 

5.2 Saran 

Berdasarkan Penelitian yang telah dilakukan, saran yang dapat diberikan pada 

peneliti selanjutnya yaitu : 

1. Pada tahapan Preprocessing harus lebih detail dalam menormalisasikan 

data. 
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2. Menggunakan metode BERT dari indobert yang lain yang terdapat pada 

Hunggingface indobenchmark. 

3. Menggunakan optimizer dan pengujian yang berbeda. 

4. Melakukan penelitian dengan jumlah data yang lebih banyak dan bervariasi 

serta menggunakan lebih banyak kategori selain positif dan negatif. 
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