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ABSTRACT 

 

 

Cardiovascular disease (CVD) is still one of the highest causes of death in the 

world. One of them is heart disease. It is important to detect heart disease as early 

as possible so that management with counselling and medicines can begin as soon 

as possible. Delayed diagnosis will lead to increased morbidity and mortality in 

patients. However, detecting heart disease at an early stage is not easy, so getting 

accurate predictions will really help patients get treatment more quickly. Making 

accurate predictions is a challenge considering the large amount of data that must 

be processed. One prediction method that can be used is the use of the SVM 

machine learning algorithm. The use of the SVM algorithm in making predictions 

cannot be separated from finding a hyperplane that can separate the existing feature 

set maximally. This research will use Fuzzy Logic to find the best SVM parameter 

value, so that the resulting hyperplane can be maximized and can provide better 

prediction results. This sutdy use Heart Disease Classification Dataset from Kaggle, 

which consists of 1.319 data that has eight input fields and one output field. Results 

of prediction heart attack risk from standard SVM shows 80% of whole accuracy 

with 73% precission for negative class and 83% precission for positive class. The 

whole process takes 1.362 seconds to finish. Results of prediction by using SVM 

with best prameter value from fuzzy logic give 89.39% whole accuracy, 85% 

precission for negative class and 92% precission for positive class. The whole 

process takes 1 minute 10 seconds to finish using all the computer CPUs. This 

research shows that using fuzzy logic to find the best SVM parameter value can 

improve the performance of the SVM algorithm in predicting heart attacks. 

Keywords— enhancing prediction, cardio vascular disease, fuzzy logic, SVM 



1 

 

 

CHAPTER I 

INTRODUCTION 

 

I.1 Research Background 

Cardiovascular diseases (CVDs), caused by disorders of the heart and blood 

vessels, is still one of the highest causes of death in the world. An estimated 17.9 

million people died from CVDs in 2019, representing 32% of all global deaths. Of 

these deaths, 85% were due to heart attack and stroke (World Health Organization, 

2021). In Indonesia, deaths caused by heart-related diseases are also among the 

highest in many years (THE INSTITUTE FOR HEALTH METRICS AND 

EVALUATION, 2023). 

With a high death rate, it is important to detect cardiovascular disease as early 

as possible so that management with counselling and medicines can begin as soon 

as possible. But according to (Groenewegen et al., 2021), diagnosing non-acute 

cardiovascular diseases (CVDs) in an early stage may be difficult because 

symptoms can be non-specific or atypical. Diagnosis made by asking the patient 

directly is not always accurate because the symptoms of the disease may not be 

realized or felt by the patient. Meanwhile, to be able to prevent the risk of more 

serious disease, early detection needs to be carried out. Early detection of the risk 

of having a heart attack will be very useful because it can be the basis for 

appropriate education and intervention for patients, so that the opportunity to reduce 

the risk of having a heart attack becomes greater. So, methods other than directly 

diagnosing patients are needed. 

One method that can be used is to predict the possibility of contracting a 

cardiovascular disease (CVDs), in this case heart attack, is by utilizing a dataset 

from patients who have had a previous diagnosis. 

Getting accurate predictions is challenging with the amount of data that must be 

processed. One prediction method that can be used is the use of the SVM machine 

learning algorithm. 
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The use of the SVM algorithm in making predictions cannot be separated from 

finding a hyperplane that can separate the existing feature set maximally. To find 

the best hyperplane, which can separate the existing feature set maximally, 

parameter values are needed from the appropriate SVM algorithm, known as 

hyperparameters. These parameters include the value of the regularization 

parameter, the value of the kernel coefficient and the type of SVM kernel used 

(Aqsa Qadir, 2020). But according to (Gupta & Goel, 2023), finding the optimum 

results through different parameter values is a very difficult task. 

Given the complexity of selecting the optimal prediction model for a particular 

data set from a wide collection of prediction methods and the different 

hyperparameter values per model, the use of fuzzy logic is expected to improve 

prediction accuracy. Studies have shown that fuzzy logic methodologies can be 

utilized in early diagnosis of diseases such as Parkinson’s disease (Elena Vlamou 

& Basil Papadopoulos, 2019). 

This research will use Fuzzy Logic to find the best parameter value, so that the 

resulting hyperplane can be maximized. So that later, the prediction results from 

the SVM algorithm used can provide better prediction results. 

I.2 Problem Statement 

 

Diagnosing non-acute heart disease in an early stage may be difficult because 

symptoms can be non-specific or atypical. Diagnosis made by asking the patient 

directly is not always accurate because the symptoms of the disease may not be 

realized or felt by the patient. Delayed diagnosis would lead to excess morbidity 

and mortality for the patient. This delayed diagnose is due to, according to (Hobbs, 

2000), difficult condition to diagnose clinically. Where in the same study said that, 

only 32% of patients suspected of having heart failure by primary care doctors had 

definite heart failure. 

Getting accurate predictions is challenging with the amount of data that must be 

processed. One prediction method that can be used is the use of the SVM machine 

learning algorithm. The SVM performance highly depends on parameter setting 

and its kernel selection, and the selection quality of SVM parameters and kernel 
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functions have an effect on the learning and generalization performance. But 

according to (Gupta & Goel, 2023), finding the optimum results through different 

parameter values is a very difficult task. 

I.3 Solution to the Problem 

 

A feasible solution to solve this problem is to address key inquiries related to the 

prediction of heart attack risk utilizing the Support Vector Machine (SVM) machine 

learning algorithm. Referring to the statement that the quality of SVM parameter 

selection and kernel function influences learning and generalization performance, 

it is important to seeks to optimize its performance through the utilization of fuzzy 

logic for parameter value tuning. 

According to (Elena Vlamou & Basil Papadopoulos, 2019), studies have shown 

that fuzzy logic methodologies can be utilized in early diagnosis of diseases. Other 

study explained that the fuzzy logic with Multi-class Support Vector Machine 

method is effective in selection of the rules to make decision (Devi Thangavel et 

al., 2023) and the combined method of fuzzy with SVM has the least amount of 

error. 

I.4 Research Objectives 

 

▪ To explore the machine learning algorithm SVM in prediction of heart disease 

risk. 

▪ To evaluate and compare the accuracies of various parameters value of 

machine learning algorithm SVM in predicting heart disease risk. 

▪ To optimize the machine learning algorithm SVM performance in prediction 

of heart disease risk through the utilization of fuzzy logic for parameter value 

tuning. 

▪ To find the best parameter value for machine learning algorithm SVM in 

predicting heart disease risk by using fuzzy logic. 

I.5 Research Questions 

 

RQ 1: How to use SVM machine learning to predict heart disease risk? 
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RQ 2: Can fuzzy logic optimize the performance of SVM learning machines in 

predicting heart disease risk? 

RQ 3: What is the level of accuracy of SVM learning machine predictions in 

predicting the risk of heart disease with and without the use of fuzzy logic? 

I.6 Significance of Research 

 

Various uses of machine learning in the medical world to predict certain 

diseases, one of which is the risk of heart disease, have been presented in recent 

years. For example, research on the use of machine learning to improve early 

diagnosis of cardiovascular disease (Groenewegen et al., 2021); ASP machine 

learning-based CVD prediction (Sun et al., 2021); heart disease prediction with 

Fusion-Based Machine Learning Architecture (Waqas Nadeem et al., 2021), and 

many more. But, before this research was carried out, research regarding methods 

for increasing the prediction accuracy of SVM learning machines using fuzzy logic 

in the medical field, especially in predicting the risk of heart disease, was not found 

much. Therefore, this research can become a better heart attack risk prediction 

accuracy model through the use of fuzzy logic in finding the best SVM machine 

learning algorithm parameter value. It is hoped that this research will provide 

benefits through early detection of the risk of heart attacks so that patients can be 

given preventive and early intervention effort. 

I.7 Limitation of Studies and Assumptions 

 

The problem in the research are limited and assumed to be as follows: 

 

▪ Focuses on increasing the accuracy of heart attack risk predictions through 

the use of fuzzy logic in determining the best SVM machine learning 

algorithm parameter value. 

▪ Compare the level of accuracy of various parameters value of SVM machine 

learning algorithms in predicting heart attack risk. 

▪ The use of fuzzy logic is assumed to be able to increase the accuracy of 

predictions by finding machine learning algorithm parameters value that 

show the highest accuracy. 
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▪ The object of research is limited to datasets from Heart 

Disease Classification Dataset from Kaggle (BHARATH_011, 2023) 

consists of 1.319 data which has eight input fields and one output field. No 

data from medical records, doctor's notes, MRI results or other forms of 

medical data were used in this study. 

. 
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CHAPTER V 

CONCLUSION AND FUTURE WORK 

 

 

V.1 Conclusion 

 

Heart disease risk prediction is an important and challenging task in the medical 

field. The risk of death from heart disease can be controlled significantly if heart 

disease is diagnosed early and preventive measures are taken. The prediction 

process carried out in this research uses the Heart Disease Classification dataset 

from Kaggle and provides the following description of the results: 

▪ Prediction process the dataset divided into two types, training data and test 

data. In this research, the amount of training data is 80% of all data, which is 

1.055 data, and the remaining 20%, which is 264 data, is the test data. 

 

▪ Results of prediction heart attack risk from the standard SVM shows 80% of 

whole accuracy, 73% precission for negative class, and 83% precission for 

positive class. From the confussion matrix, it shows that standard SVM gets 74 

True Negative, 27 False Positive, 27 False Negative and 136 True Positive and 

the whole process takes 1.362 seconds to finish. 

▪ Result of prediction by using SVM with best parameter value from fuzzy logic 

show that when C=435 and using linear kernel, gives higher accuracy rate. 

Which give 89.39% whole accuracy, 85% precission for negative class and 

92% precission for positive class. From the confussion matrix, we can see that 

SVM with best parameter value from fuzzy logice gets 88 True Negative, 15 

False Positive, 13 False Negative and 148 True Positive and the whole process 

takes 1 minute 10 seconds to finish using all the computer CPUs. 

We can see that using fuzzy logic to find the best parameter value for SVM can 

improve the performance of the SVM algorithm in predicting heart attacks. A nearly 

10% of increase, from 80% when using the SVM standard to 89.39%, will certainly 

make a significant contribution to helping patients get care or treatment as early as 

possible. Thus, the risk of death from heart disease can be reduced. 
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V.2 Future Work 

 

In recent years, machine learning methods and techniques have achieved 

effective performance in processing raw data so that they can provide information 

regarding the risk of heart disease. Nevertheless, existing machine learning methods 

have some limitations in terms of accuracy. 

This study has certain limitations that must be noted. Although there was an 

9.39% increase in predictions overall, the time required to generate prediction 

reports also increased. From only 1,362 seconds to produce a report using standard 

SVM, to 1 minute 10 seconds when using SVM using best parameter value from 

fuzzy logic. This can of course become an obstacle when the dataset used is larger, 

or there are more parameter values entered into the grid parameters. 

With better prior knowledge of the dataset and other informations that discussed 

in this study, definition of param grid values can be optimized to get better and 

faster result. Using different dataset might also give us different results. 

In addition, in order to increase the level of prediction accuracy to a higher level, 

further research can use a variety of different or more diverse machine learning 

algorithms. 
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