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ABSTRACT

Sentiment analysis is the computational process of extracting, finding, or
assessing opinions or sentiments in text, such as reviews, social media posts, news
articles, or other text types. In sentiment analysis, feature selection is a technique
for selecting and filtering the most relevant features from text data to improve the
performance of the sentiment analysis model. This method aims to improve
computational efficiency, improve interpretability of results, reduce data
dimensions, reduce overfitting, and improve predictability. The authors use datasets
derived from the IMDb Review website, which has 10,000 review data with a ratio
of 80% to 20% for training and test data for this study. In this study, sentimental
analysis was conducted using the Support Vector Machine (SVM) algorithm, which
used three feature selections: Mutual Information, N-Gram, and Chi-Square. This
study aimed to look at the accuracy of comparisons of SVM sentimental analysis
using feature selection and determine the most compelling feature selection method
for SVM sentimental analysis. After that, each feature selection method is
implemented with the same source and amount of data. The results of the applied
tests showed that using the Support Vector Machine method for feature selection in
spam text classification could improve classification performance. In this study, the
classification of the Support Vector Machine algorithm without Feature Selection
resulted in an accuracy of 85.35%. The results of the Mutual Information feature
selection received an accuracy score of 90.00%, an accuracy on the N-Gram of
88.50%, and an accuracy on the Chi-Square of 88.65%. Thus, it can be concluded
that testing and comparing the Support Vector Machine algorithm models with
feature selection can improve classification performance. In this study, the Mutual
Information feature selection score received the highest score with 90.00%

accuracy.

Keywords : Feature Selection, Sentiment Analysis, Support Vector Machine,

IMDb Review, Mutual Information, N-Gram, Chi-Square
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ABSTRAK

Analisis sentimen adalah proses komputasional untuk mengekstrak,
menemukan, atau menilai opini atau sentimen yang terkandung dalam teks, seperti
ulasan, posting media sosial, artikel berita, atau jenis teks lainnya. Dalam analisis
sentimen, seleksi fitur adalah teknik untuk memilih dan menyaring fitur-fitur yang
paling relevan dari data teks untuk meningkatkan kinerja model analisis sentimen.
Tujuan dari metode ini adalah untuk meningkatkan efisiensi komputasi,
meningkatkan interpretabilitas hasil, mengurangi dimensi data, mengurangi
overfitting, dan meningkatkan prediksi. Penulis menggunakan dataset yang berasal
dari website IMDb Review, yang memiliki 10.000 data review dengan perbandingan
80% dan 20% untuk data latih dan data uji untuk penelitian ini. Pada penelitian ini,
analisis sentiment dilakukan dengan algoritma Support Vector Machine (SVM) dan
menggunakan tiga seleksi fitur, diantaranya Mutual Information, N-Gram, dan Chi-
Square. Tujuan dari penelitian ini adalah untuk melihat komparasi accuracy analisis
sentiment SVM memakai seleksi fitur dan tidak serta menentukan metode seleksi
fitur yang paling efektif untuk analisis sentiment SVM. Setelah itu dilakukan
komparasi setiap metode seleksi fitur yang di implementasikan dengan sumber dan
jumlah data yang sama. Hasil pengujian yang diterapkan menunjukkan bahwa
penggunaan metode Support Vector Machine untuk seleksi fitur dalam
pengklasifikasian teks spam dapat meningkatkan kinerja Klasifikasi. Dalam
penelitian ini, hasil dari klasifikasi algoritma Support Vector Machine tanpa Seleksi
Fitur menghasilkan accuracy 85,35%. Hasil dari seleksi fitur Mutual Information
mendapatkan nilai accuracy sebesar 90,00%, accuracy pada N-Gram 88,50% dan
accuracy pada Chi-Square 88,65%. Sehingga dapat disimpulkan bahwa hasil
pengujian dan perbandingan model algoritma Support Vector Machine yang
memiliki seleksi fitur dapat meningkatkan kinerja klasifikasi. Dalam penelitian ini,
nilai seleksi fitur Mutual Information mendapatkan nilai tertinggi yaitu dengan

accuracy 90,00%.

Kata kunci : Seleksi Fitur, Analisis Sentiment, Support Vector Machine, IMDB
Review, Mutual Information, N-Gram, Chi-Square.
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BAB |
PENDAHULUAN

1.1 Latar Belakang

Data yang dihasilkan secara terus menerus melalui platform seperti media
sosial, situs web, dan berbagai platform lainnya semakin melimpah di era teknologi
modern. Dengan menggunakan data ini, kita dapat memperoleh pemahaman yang
lebih baik tentang berbagai aspek kehidupan. Sentimen pengguna, atau pemikiran
mereka tentang suatu objek atau entitas tertentu, adalah salah satu jenis informasi
yang dapat diekstraksi.

Analisis sentimen adalah teknik yang digunakan untuk mengekstraksi dan
menganalisis sentimen dari teks yang dibuat oleh pengguna. Tujuan utama dari
analisis sentimen adalah untuk memahami sikap dan perasaan yang terkandung
dalam teks, baik itu positif, negatif, atau netral. Dengan demikian, analisis sentimen
memungkinkan perusahaan dan organisasi untuk mendapatkan wawasan yang
bermanfaat tentang bagaimana pengguna merespon barang, layanan, atau peristiwa

tertentu.

Salah satu komponen paling signifikan yang dapat mempengaruhi tingkat
akurasi klasifikasi adalah seleksi fitur dataset karena dimensi ruang yang lebih besar
akan mengurangi akurasi Klasifikasi [1]. Dua kategori metode seleksi fitur adalah
filter dan wrapper. Metode wrapper melakukan interaksi dengan algoritma
klasifikasi untuk menentukan kegunaan fitur, sehingga menghasilkan sub fitur
dengan Kkinerja yang lebih baik, namun, metode filter sendiri memerlukan evaluasi
confusion matrix untuk mengetahui kemampuan fitur yang membedakan setiap
kelas, sehingga cenderung lebih lambat. Frequency of Document, Mutual
Information, Information Gain, dan Chi-Square adalah beberapa contoh metode

filter yang sering digunakan dalam proses klasifikasi teks 11-6 [2].

Penelitian yang ditulis oleh Jessica Widyadhana Iskandar dkk. berjudul
"Perbandingan Naive Bayes, SVM, dan K-NN untuk Analisis Sentimen Gadget
Berbasis Aspek™ pada tahun 2021 bertujuan untuk membandingkan metode
klasifikasi Naive Bayes (NB), Support Vector Machine (SVM), dan K-Nearest



Neighbor (K-NN) untuk menentukan model mana yang paling cocok untuk
melakukan analisis dan klasifikasi gadget yang terkait. Untuk tujuan penelitian ini,
metode model Cross-Industry Standard Process for Data Mining (CRISP-DM)
digunakan. Hasil penelitian menunjukkan bahwa model klasifikasi Support Vector
Machine (SVM) memberikan hasil terbaik dalam melakukan analisis sentimen
terhadap komentar YouTube tentang Samsung Galaxy Z Flip 3 dibandingkan
dengan metode Naive Bayes (NB) dan K-Nearest Neighbor (K-NN) [3].

Analisis sentimen pada dataset review IMDb sendiri sudah banyak dilakukan,
karena data tersebut merupakan data terbuka yang sering digunakan sebagai data
rujukan dalam penelitian berbasis analisis sentimen. Setelah kami membaca
beberapa jurnal tentang seleksi fitur, dari beberapa jurnal tersebut rata-rata hanya
menggunakan 2 seleksi fitur, dan sayangnya belum ada penelitian yang
membandingkan 3 metode seleksi fitur yang paling efektif pada algotima SVM.
Pada penelitian ini, kami ingin mencari keterbaharuan untuk menentukan metode
seleksi fitur mana yang paling efektif untuk analisis sentimen SVM dan setiap
metode seleksi fitur yang telah digunakan sebelumnya harus dibandingkan dengan

metode seleksi fitur lain dengan sumber dan jumlah data yang sama.

Berdasarkan latar belakang tersebut, penulis melakukan suatu penelitian yang
berjudul “ANALISIS SENTIMEN KOMPARASI SELEKSI FITUR MUTUAL
INFORMATION, N-GRAM, DAN CHI-SQUARE MENGGUNAKAN
METODE SVM PADA IMDb Review”

1.2 Rumusan Masalah
Meskipun SVM telah terbukti efektif dalam banyak kasus, pertanyaan yang
muncul adalah sejauh mana fitur — fitur yang ada dalam SVM dapat bersaing antara
satu dengan lainnya yang mungkin menawarkan keunggulan dalam hal kinerja,
kecepatan, atau skalabilitas. Oleh karena itu, perumusan masalah utama dalam
penelitian ini adalah:
1. Bagaimana komparasi kinerja metode Support Vector Machine menggunakan
Seleksi Fitur dan tidak menggunakan Seleksi Fitur?
2. Bagaimana perbandingan kinerja SVM dalam melakukan analisis sentimen

dengan menggunakan berbagai jenis seleksi fitur yang berbeda?



3.

Apa pengaruh dari penggunaan seleksi fitur Mutual Information, N-Gram, dan

Chi Square terhadap akurasi klasifikasi SVM dalam analisis sentimen?

1.3 Batasan Masalah

Batasan masalah ini bertujuan agar penelitian lebih terarah sesuai dengan

rumusan masalah serta menjadi batasan kemampuan penulis. Berikut batasan

masalah pada penelitian ini dapat dilihat dibawah ini :

1.

Penelitian ini akan berfokus pada komparasi seleksi fitur Analisis Sentimen
pada algoritma Support Vector Machine

Data yang diambil dalam penelitian sebanyak 10.000 data pada website
Kaggle dengan data latih 80% dan data uji 20%

Pada penelitian ini kami menggunakan tools VS Code versi 1.90.0. File ipynb
dijalankan dengan VS Code menggunakan Jupyter 6.5.0 dan kernel Python
3.11.9.

Hasil dari pengklasifikasian di dalam analisis ini berupa sentimen positif dan

negatif

1.4 Tujuan Penelitian

Tujuan dari penulisan penelitian ini adalah:

1.

Untuk mengetahui komparasi nilai akurasi dan kinerja SVM dengan
menggunakan Seleksi Fitur dan tidak menggunakan Seleksi Fitur

Untuk mengetahui komparasi kinerja SVM dalam melakukan analisis
sentimen dengan menggunakan berbagai jenis Seleksi Fitur yang berbeda.
Untuk mengetahui bagaimana pengaruh dari penggunaan Seleksi Fitur Mutual
Information, N-Gram, dan Chi Square terhadap akurasi klasifikasi SVM

dalam analisis sentiment

1.5 Manfaat penelitian

Penelitian mengenai perbandingan seleksi fitur dalam metode Support Vector

Machine (SVM). Untuk analisis sentimen memiliki beberapa manfaat yang

signifikan, di antaranya:



1. Penelitian ini dapat memberikan pemahaman yang lebih mendalam tentang
peran dan pengaruh dari berbagai seleksi fitur yang digunakan dalam SVM
terhadap Kinerja analisis sentimen.

2. Penelitian ini dapat membantu mengidentifikasi fitur-fitur yang paling
berpengaruh dan kombinasi fitur yang optimal dapat membantu meningkatkan
akurasi dan efisiensi klasifikasi sentimen.

3. Penelitian ini dapat membantu dalam menghemat sumber daya komputasi yang
diperlukan untuk melatih dan menguji model SVM. Fitur-fitur yang kurang
relevan atau tidak berpengaruh dapat dihindari, sehingga mengurangi waktu
dan biaya komputasi yang diperlukan.

4. Temuan dari penelitian ini dapat menjadi landasan bagi penelitian lanjutan, hal
ini dapat mendorong terciptanya inovasi baru dalam penggunaan SVM dan

fitur-fitur yang relevan dalam analisis sentimen.

1.6 Sistematika Penulisan
Sistematika penulisan skripsi ini disusun untuk memberikan gambaran umum
terhadap penelitian yang dilakukan, sistematika penulisan Tugas Akhir ini terdiri
dari 5 (lima) bab, yaitu:
BAB I . Pendahuluan
Meliputi uraian mengenai Topik, Latar Belakang, Rumusan
Masalah, Tujuan Penelitian, Batasan Masalah, Metodologi

penelitian, Sistematika Penelitian, dan Ruang Lingkup

Penelitian.

BABII: Tinjauan Pustaka
Berisi Tentang Peneliti Terkait, Landasan Teori dan Kerangka
Pemikir.

BAB Il : Metodologi Penelitian

Isi dari bab ini adalah pengumpulan data dan metode yang

digunakan saat penelitian.

BAB IV Hasil Penelitian

Menjelaskan dari Hasil dan Pembahasan Penelitian Serta



Implementasi Sistem.

BAB V Penutup

Berisi tentang kesimpulan dan saran.
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BAB V
KESIMPULAN DAN SARAN

5.1 Kesimpulan

Berdasarkan penelitian mengenai analisis sentimen yang dilakukan, peneliti
menggunakan open data dari website Kaggle dengan total 10.000 data review
dengan menggunakan perbandingan 80% dan 20% untuk data latih dan data uji.
Algoritma Support Vector Machine, bahasa pemrograman Python dan tools
pendukung Visual Studio Code digunakan pada penelitian ini. Hasil dari klasifikasi
algoritma Support Vector Machine tanpa Seleksi Fitur dengan bahasa pemrograman
Python menghasilkan 1.016 data sentiment positif, dan 984 data sentiment negatif

dengan nilai accuracy 85,35%.

Hasil dari Klasifikasi algoritma Support Vector Machine dengan
implementasi seleksi fitur didapatkan 1.515 sentimen positif dan 485 sentimen
negatif pada semua seleksi fitur. Hasil dari seleksi fitur Mutual Information
mendapatkan nilai accuracy sebesar 90,00%, hasil nilai accuracy pada N-Gram
88,50% dan hasil nilai accuracy pada Chi-Square 88,65%. Berdasarkan hasil dari
penelitian membuktikan seleksi fitur Mutual Information mendapatkan nilai
tertinggi dibandingkan model fitur lainnya. Sehingga dapat disimpulkan bahwa
hasil pengujian dan perbandingan klasifikasi algoritma Support Vector Machine
pada seleksi fitur Mutual Information memiliki nilai accuracy paling tinggi dengan
selisih tertinggi 4,65% begitupun dengan kedua model lainnya yang memiliki nilai
seleksi yang lebih tinggi dibandingkan dengan klasifikasi sentimen Support Vector
Machine yang tidak memiliki seleksi fitur, dan terbukti bahwa penggunaan seleksi
fitur dapat meningkatkan kinerja klasifikasi dibandingkan dengan yang tidak

memiliki seleksi fitur.
5.2 Saran

Penulis menyadari bahwa masih banyak kekurangan dan kelemahan dalam
penelitian ini terutama dalam proses pengumpulan data, pengolahan data, pre-

processing text dan khususnya pada proses Seleksi Fitur. Oleh karena itu peneliti

selanjutnya yang ingin melakukan penelitian dengan topik serupa sebaiknya
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memperhatikan lagi kualitas dan jumlah data, pengambilan data sebaiknya bukan
dari opendata, lebih baik pengambilan data diambil dari Youtube, Google Play
Store atau data yang diambil melalui proses crawling data karena akan
meminimalisir plagiarisme saat hasil pre-processing ditampilkan dalam tabel di
hasil dan pembahasan dan data lebih fresh, dan saran selanjutnya disarankan
menggunakan metode selain Support Vector Machine (SVM) , dan Fitur Seleksi
selain Mutual Information, N-Gram, dan Chi-Square untuk keterbaharuan

penelitian selanjutnya.
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