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ABSTRAK 

 
Penyakit diabetes perlu diprediksi dengan akurat karena penyakit diabetes 

merupakan penyakit sosial yang serius dan bisa terkena orang dalam jumlah besar, 

serta menyebabkan komplikasi dan melibatkan biaya yang tinggi serta dapat 

meningkatkan keadaan sakit melaui penyakit diabetes terutama pada anak-anak dan 

anak muda. Oleh karena itu, untuk mengurangi efek berbahaya diabetes pada orang 

dan masyarakat secara keseluruhan, pemahaman yang lebih lengkap tentang faktor 

risiko, pencegahan, dan pengobatan diabetes sangat penting. Tujuan dari penelitian 

ini adalah untuk mengintegrasikan algoritma regresi logistik untuk melakukan 

prediksi diabetes atau tidak pada data yang diperoleh dari Kaggle.com yang 

memiliki dataset sejumlah 768 data. Berdasarkan penelitian-penelitian 

sebelumnya, maka penulis menggunakan algoritma regresi logistik untuk membuat 

sistem cerdas yang dapat melakukan prediksi diabetes atau tidak. Dimana datanya 

sendiri terdiri dari 768 record dengan beberapa variabel atau atribut prediktor medis 

(Pregnancies/Kehamilan, Glucose/Glukosa, Blood Pressure/Tekanan Darah, Skin 

Thickness/Ketebalan Kulit, Insulin, BMI/Indeks Masa Tubuh, Diabetes Pedigree 

Function/Keturunan, Age/Umur dan Outcome/Hasil). Hasil dari penelitian ini 

menunjukkan bahwa menggunakan alat evaluasi seperti cross-validation dan 

confusion matrix dapat membuat hasil menjadi cukup baik dan akurat. Untuk data 

training hasilnya mendapat nilai ke akuratannya sebesar 77.1%, dan hasil dari data 

testing menghasilkan akurasi sebesar 74%. Sedangkan hasil akurasi dengan 

menggunakan Python mendapatkan hasil 77,54% untuk hasil akurasi pada data 

training, sedangkan hasil pada data testing sebesar 78,57%. Akhir dari tujuan 

penelitian ini adalah mengembangkan model regresi logistik untuk memprediksi 

data diabetes serta dapat memberikan kontribusi dan menjadi rekomendasi dalam 

membantu masyarakat bahkan tenaga medis untuk mengidentifikasi faktor-faktor 

penyebab munculnya penyakit diabetes sehingga masyarakat dapat mencegah 

terjadinya penyakit diabetes. 

Kata Kunci : Prediksi, Diabetes, algoritma regresi logistik, cross-validation, 

confusion matrix, Python. 
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ABSTRACT 

 
 

Diabetes needs to be predicted accurately because it is a serious social disease that 

can affect a large number of people, cause complications, involve high costs, and 

improve the condition of diabetes, especially in children and young people. 

Therefore, to reduce the harmful effects of diabetes on people and society as a 

whole, a better understanding of risk factors, prevention, and treatment of diabetes 

is essential. The aim of this study is to integrate logistical regression algorithms to 

predict diabetes or not in the data obtained from Kaggle.com, which has a data set 

of 768. Based on previous research, the authors use logistics regression algorithms 

to create intelligent systems that can predict or not diabetes. The data itself consists 

of 768 records with several medical predictor variables or attributes (pregnancies, 

glucose, blood pressure, skin thickness, insulin, BMI/body time index, diabetes 

pedigree function, age, and outcome). The results of this study show that using 

evaluation tools such as cross-validation and a confusion matrix can make the 

results fairly good and accurate. For training data, the results were 77.1%, and the 

results from testing data produced 74%. While accuracy results using Python 

obtained 77.54% for the results of training data, the results on testing data were 

78.57%. The ultimate goal of this research is to develop a logistic regression model 

to predict diabetes data that can contribute and be a recommendation for helping 

the public, even medical personnel, identify the factors that cause diabetes so that 

the public can prevent the occurrence of diabetes. 

 

Keywords: predictions, diabetes, logistical regression algorithms, cross-validation, 

confusion matrix, Python. 
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BAB I 

PENDAHULUAN 
 
 

1.1 Latar Belakang 

 

Diabetes merupakan penyakit kronis yang dapat merenggut nyawa penderita 

penyakit tersebut. Penyakit ini disebabkan oleh tingginya kadar gula darah pada 

tubuh manusia. Glukosa merupakan salah satu sumber energi utama bagi sel tubuh 

manusia. Akan tetapi pada penderita diabetes, glukosa tidak dapat diserap dan tidak 

dapat digunakan oleh tubuh[1]. 

 

Gambar 1.1. Prevalensi Diabetes Mellitus Indonesia (2018 Sampai 2023) 

Laporan Survei Kesehatan Indonesia (SKI) 2023 yang dikeluarkan Kementerian 

Kesehatan mengungkap, terjadi peningkatan prevalensi penyakit diabetes mellitus 

(DM) pada penduduk umur di atas 15 tahun berdasarkan hasil pengukuran kadar 

gula darah[2]. 

Data dari beberapa tahun terakhir menunjukkan bahwa prevalensi diabetes di 

Indonesia terus meningkat. Pada tahun 2018, prevalensi diabetes di Indonesia 

mencapai 10,9%. Angka ini mengalami sedikit penurunan pada tahun 2019 menjadi 
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10,7%, namun angka tersebut tetap sama pada tahun 2020. Pada tahun 2021, 

prevalensi kembali meningkat menjadi 10,8%, dan pada tahun 2022 mengalami 

lonjakan signifikan menjadi 11,4%. Pada tahun 2023, prevalensi diabetes mencapai 

11,7%, yang merupakan angka tertinggi dalam lima tahun terakhir[2]. 

Penyakit diabetes perlu diprediksi dengan akurat karena penyakit diabetes 

merupakan penyakit sosial yang serius dan bisa terkena orang dalam jumlah besar, 

serta menyebabkan komplikasi dan melibatkan biaya yang tinggi serta dapat 

meningkatkan keadaan sakit melaui penyakit diabetes terutama pada anak-anak dan 

anak muda[3]. Diabetes mellitus dapat mengalami perbaikan jika pasien 

mendeteksinya dan menjalani pengobatan sejak awal sebelum keparahannya 

bertambah. Oleh sebab itu dari beban yang ditumbulkan cukup banyak maka 

penyakit diabetes penting untuk diteliti. 

Data Mining deteksi dini penyakit diabetes perlu dilakukan sebagai upaya dalam 

menurukan tingkat kematian yang diakibatkan oleh faktor penyakit tersebut[4]. 

Diabetes dapat menyerang siapa saja tanpa mengenal usia baik lansia, orang 

dewasa, maupun anak-anak yang ditandai dengan meningkatnya kadar gula 

(glukosa) darah dalam tubuh manusia[5]. Diabetes dapat disebabkan oleh banyak 

faktor seperti tekanan darah tinggi, kadar gula berlebih, berat badan, riwayat 

keturunan diabetes, usia, jumlah kehamilan seseorang, ketebalan lipatan kulit, 

jumlah kadar insulin dalam tubuh, kurangnya aktivitas fisik dan pola hidup, serta 

diet tidak sehat[1]. Faktor-faktor tersebut merupakan variabel yang digunakan 

dalam penelitian ini untuk membuat sistem cerdas yang dapat memprediksi 

penyakit diabetes. Metode-metode yang digunakan dalam melakukan prediksi yaitu 

metode Data Mining. Data Mining merupakan serangkaian tindakan untuk 

menemukan hubungan dari pola dan kecenderungan dari data yang disimpan, 

sehingga memungkinkan penerapan algoritma klasifikasi yang efektif untuk 

mengklasifikasikan tingkat keparahan diabetes[6]. 

Pada penelitian ini digunakan model regresi logistik biner untuk melihat faktor 

apa saja yang mempengaruhi seseorang sehingga menderita penyakit Diabetes. 

Algoritma ini memodelkan hubungan antara variable dependen (tingkat keparahan 
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diabetes) dan variable independen (faktor-faktor yang berhubungan dengan 

diabetes) menggunakan fungsi logistik. Regresi logistik telah terbukti berhasil 

dalam berbagai aplikasi klasifikasi, termasuk dalam bidang kesehatan. Dataset 

yang dijadikan sebagai objek penelitian yaitu dataset yang berasal dari database 

kesehatan diabetes. Dataset yang dapat diakses melalui 

https://www.kaggle.com/uciml/pima-indians-diabetes-database. Dimana datanya 

sendiri terdiri dari 768 record dengan beberapa variabel atau atribut prediktor medis 

(Pregnancies/Kehamilan, Glucose/Glukosa, Blood Pressure/Tekanan Darah, Skin 

Thickness/Ketebalan Kulit, Insulin, BMI/Indeks Masa Tubuh, Diabetes Pedigree F 

unction/Keturunan, Age/Umur dan Outcome/Hasil). 

Tujuan dari penelitian ini adalah untuk mengintegrasikan algoritma regresi 

logistik untuk melakukan prediksi diabetes atau tidak. Berdasarkan penelitian- 

penelitian sebelumnya, maka penulis menggunakan algoritma regresi logistik untuk 

membuat sistem cerdas yang dapat melakukan prediksi diabetes atau tidak, 

sehingga dapat digunakan sebagai acuan untuk pengobatan penderita diabetes bagi 

dokter di rumah sakit dan di masyarakat untuk mengetahui cara menjaga pola hidup 

dan cara menghindari penyakit diabetes dilihat dari variabel yang mempengaruhi 

terjadinya penyakit. 

 

 
1.2 Rumusan Masalah 

 

Berikut Rumusan Masalah yang peneliti tetapkan pada penelitian ini: 

 
1. Bagaimana kinerja algoritma regresi logistik dalam memprediksi 

kemungkinan terjadinya diabetes berdasarkan faktor-faktor risiko yang ada? 

2. Faktor-faktor apa saja yang signifikan dalam prediksi diabetes? 

3. Bagaimana hasil prediksi penyakit diabetes dengan menggunakan 

pendekatan machine learning? 

https://www.kaggle.com/uciml/pima-indians-diabetes-database
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1.3 Batasan Masalah 

 

Berdasarkan rumusan masalah yang telah ditulis, maka di identifikasikan bahwa 

batasan masalah akan membahas sebagai berikut: 

1. Penelitian ini difokuskan untuk memprediksi penyakit diabetes dengan 

menggunakan machine learning. 

2. Penelitian ini menggunakan dataset diabetes berupa angka dengan jumlah 

768 populasi. 

3. Penelitian ini menggunakan pendekatan machine learning dengan 

menggunakan model regresi logistik. 

 
 

1.4 Tujuan Penelitian 

 

Tujuan dari penelitian ini ialah sebegai berikut: 

 
1. Untuk mengetahui bagaimana kinerja algoritma regresi logistik dalam 

memprediksi kemungkinan terjadinya diabetes berdasarkan faktor-faktor 

risiko yang diberikan? 

2. Mengidentifikasi dan menganalisis faktor-faktor risiko yang signifikan 

terhadap penyakit diabetes menggunakan metode regresi logistik. 

3. Membangun model prediksi yang dapat mengestimasi kemungkinan 

seseorang menderita diabetes berdasarkan faktor-faktor risiko yang di 

identifikasi. 

4. Memberikan rekomendasi berdasarkan hasil analisis untuk meningkatkan 

pencegahan dan pengelolaan penyakit diabetes. 

 
 

1.5 Manfaat Penelitian 

 

Berikut beberapa manfaat yang bisa diambil dari hasil penelitian ini: 

 
1) Bagi Penulis 



19 
 

 

 

 
 

Penulis berharap dari penelitian ini dapat menambah pemahaman serta 

wawasan ilmu yang telah diperoleh semasa perkuliahan, khususnya pada 

ilmu analisis data. 

2) Bagi Instansi 

Penulis beraharap dari penelitian ini dapat menambah pengembangan ilmu 

penelitian bagi universitas nusa putra serta dijadikan sebagai bahan bacaan 

di bidang Sistem Informasi yang dapat membantu dalam proses belajar. 

 
 

1.6 Sistematika Penulisan 

 

 

BAB I PENDUHULUAN 

 
Bab ini berisi tentang latar belakang, rumusan masalah, batasan masalah, 

tujuan penelitian, manfaat penelitian, serta sistematika penulisan. 

BAB II TINJAUAN PUSTAKA 

 

Bab ini berisi teori-teori terkait pengertian dan penjelasan yang diambil dari 

penelitian terdahulu yang berhubungan dengan machine learning menggunakan 

algoritma regresi logistik. 

BAB III METODOLOGI PENELITIAN 

 
Bab ini berisi metode penelitian yang digunakan, pengumpulan data, 

analisis data, teknik, langkah-langkah penelitian. 

BAB IV HASIL DAN PEMBAHASAN 

 
Bab ini berisi tentang hasil analisi data dari penelitian yang dilakukan dalan 

bentuk data ilmiah. Diperoleh dari hasil machine learning dengan menggunakan 

algoritma regresi logistik. 

BAB V PENUTUPAN 

 
Bab ini berisi Kesimpulan dan saran yang berkaitan dengan hasil dari 

analisis prediksi penyakit diabetes. 



 

 

BAB V 

PENUTUP 

 
5.1 Kesimpulan 

Berdasarkan pada penelitian yang telah diteliti menunjukkan hasil dari data 

yang telah diprediksi pada dataset penyakit diabetes dengan menggunakan Orange 

Data Mining dengan metode Logistik Regresi dapat disimpulkan bahwa pada 

Orange berhasil diaplikasikan. Hasil dari penelitian ini menunjukkan bahwa 

menggunakan alat evaluasi seperti cross-validation dan confusion matrix dapat 

membuat hasil menjadi cukup baik dan akurat. Untuk data training hasilnya 

mendapat nilai ke akuratannya sebesar 77.1%, dan hasil dari data testing 

menghasilkan akurasi sebesar 74%. Sedangkan hasil akurasi dengan menggunakan 

Python mendapatkan hasil 77,54% untuk hasil akurasi pada data training, 

sedangkan hasil pada data testing sebesar 78,57%. 

Pada penelitian ini dapat menunjukkan bahwa hasil akurasi dari analisis data 

prediksi menggunakan bahasa pemograman Python lebih akurat daripada 

menggunakan Orange Data Mining. Selain itu juga peneliti dapat membangun 

model prediksi yang dapat mengestimasi kemungkinan seseorang positif diabetes 

atau negatif diabetes. Akhir dari tujuan penelitian ini adalah mengembangkan 

model regresi logistik untuk memprediksi data diabetes serta dapat memberikan 

kontribusi dan menjadi rekomendasi dalam membantu masyarakat bahkan tenaga 

medis untuk mengidentifikasi faktor-faktor penyebab munculnya penyakit diabetes 

sehingga masyarakat dapat mencegah terjadinya penyakit diabetes. 

 

5.2 Saran 

 
Untuk mendapatkan hasil yang lebih baik lagi dalam penelitian selanjutnya, 

agar dapat menggunakan metode yang lain dengan algoritma yang digunakan pada 

penelitian ini atau menggunakan algoritma lainnya untuk perbandingan hasil 

akurasi mana yang lebih akurat. Peneliti mengusulkan pengembangan penelitian 
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lebih lanjut, agar membantu para peneliti selanjutnya untuk mengembangkan dan 

menganalisis data prediksi dengan menggunakan metode lainnya seperti algoritma 

Support Vector Machine (SVM), algoritma Naive Bayes, algoritma C 4.5, algoritma 

K-Means untuk meningkatkan pengalaman pengguna dalam memprediksi data 

diabetes. 
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