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ABSTRACT 

 

Employee attendance is an important factor in human resource management, 

because it affects the productivity and efficiency of the company. However, 

recording and analyzing employee attendance often experiences obstacles, 

especially in terms of the accuracy and effectiveness of the system used. This study 

aims to develop an employee attendance classification model using the Gradient 

Boosted Trees algorithm to increase the accuracy of grouping attendance 

categories such as Present, Permission, Sick, Leave, and Absent into the High, 

Medium, Low attendance categories.  

The research method includes collecting employee attendance data at PT Guna 

Kemas Indah in 2024. Model evaluation uses the Accuracy, Precision, Recall, and 

Confusion Matrix metrics. The results of the study show that the developed model 

has an accuracy of 100% with a mean precision of 100% and a mean recall of 

100%.  

 

Keywords : Employee Attendance, Gradient Boosted Trees, Classification, Data 

Mining, Machine Learning 
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ABSTRAK 

 

Kehadiran karyawan merupakan faktor penting dalam manajemen sumber daya 

manusia karena berpengaruh pada produktivitas dan efisiensi perusahaan. 

Namun, pencatatan dan analisis kehadiran karyawan seringkali mengalami 

kendala, terutama dalam hal akurasi dan efektivitas sistem yang digunakan. 

Penelitian ini bertujuan untuk mengembangkan model klasifikasi kehadiran 

karyawan menggunakan algoritma Gradient Boosted Trees guna meningkatkan 

ketepatan dalam pengelompokkan kategori kehadiran, seperti Hadir, Izin, Sakit, 

Cuti dan Absen kedalam pengelompokan Kategori kehadiran Tinggi, Sedang dan 

Rendah. 

Metode penelitian meliputi pengumpulan data absensi karyawan PT Guna Kemas 

Indah pada tahun 2024. Evaluasi model menggunakan metrik Accuracy, 

Precision, Recall, dan Confusion Matrix. Hasil penelitian menunjukan bahwa 

model yang dikembangkan memiliki akurasi sebesar 100.00%, dengan Mean 

Precision 100.00% dan Mean Recall 100.00%. 

 

Kata kunci : Kehadiran Karyawan, Gradient Boosted Trees, Klasifikasi, Data 

Mining, Machine Learning 
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BAB I 

PENDAHULUAN 

1.1 Latar Belakang 

Sistem absensi dan informasi karyawan merupakan sebuah komponen penting 

dalam manajemen sumber daya manusia di suatu perusahaan. Kehadiran karyawan 

yang tepat waktu dan informasi karyawan yang akurat sangat diperlukan untuk 

mendukung produktivitas dan efisiensi operasional perusahaan. [1] 

Produktivitas kerja dan efisiensi karyawan menjadi salah satu faktor utama 

bagi perusahaan untuk terus berkembang menjadi lebih baik [2]. Oleh karena itu, 

pemantauan dan analisis pola kehadiran karyawan menjadi aspek yang sangat 

penting dalam manajemen sumber daya manusia. 

PT Guna Kemas Indah ialah perusahaan manufaktur yang fokus pada produksi 

kemasan plastik. Perusahaan ini pencatatan kehadiran karyawan sering kali 

dilakukan menggunakan sistem kehadiran digital, seperti penggunaan fingerprint 

dan kartu RFID, memungkinkan pencatatan yang lebih akurat dan efisien. Namun, 

meskipun teknologi kehadiran semakin berkembang, perusahaan masih kesulitan 

dalam menganalisis kehadiran karyawan secara akurat. Berikut jumlah karyawan 

ditahun 2021, 2022 dan 2023: 

 

 
Gambar 1.1 Grafik Jumlah Karyawan 

 

Seiring berkembangnya zaman, berkembang pula teknologi-teknologi yang 

mempermudahkan manusia melakukan suatu hal [3], salah satunya adalah 

kehadiran. Analisis data kehadiran karyawan dapat dilakukan secara lebih 

sistematis dan cerdas. Machine learning memungkinkan perusahaan untuk 

272

289

277

Tahun 2021 Tahun 2022 Tahun 2023
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mengidentifikasi serta mengklasifikasikan kategori kehadiran karyawan. Salah satu 

algoritma yang dipilih karena efektif dalam tugas klasifikasi adalah Gradient 

Boosted Trees (GBT). Algoritma ini mampu menghasilkan model prediktif yang 

akurat dengan mengombinasikan banyak pohon keputusan (decision trees) dalam 

proses pembelajaran yang berulang. 

Gradient Boosted Trees telah digunakan dalam berbagai klasifikasi, termasuk 

klasifikasi kualitas air, klasifikasi status desa, klasifikasi serangan DDos, dan yang 

lainnya. Namun, penerapannya dalam klasifikasi kehadiran karyawan masih belum 

dieksplorasi. Dengan menggunakan algoritma ini, perusahaan dapat 

mengoptimalkan manajemen kehadiran karyawan, serta memberikan wawasan 

yang lebih baik bagi pengambil keputusan dalam meningkatkan efisiensi 

operasional.   

Penelitian ini bertujuan untuk membangun model klasifikasi yang mampu 

mengelompokkan kehadiran karyawan seperti Hadir, Izin, Sakit, Cuti, dan Absen 

kedalam pengelompokan kategori kehadiran Tinggi, Sedang dan Rendah. Dengan 

menggunakan dataset kehadiran karyawan yang telah dikumpulkan, model ini akan 

dilatih untuk mengenali pola-pola tertentu yang mempengaruhi klasifikasi 

kehadiran. Beberapa faktor yang akan dipertimbangkan dalam analisis meliputi 

kategori kehadiran, total jumlah karyawan dan jumlah kehadiran efektif. 

Dalam penelitian ini, Gradient Boosted Trees dipilih karena kemampuannya 

dalam menangani data yang memiliki kompleksitas tinggi serta keunggulannya 

dalam menangani fitur yang bersifat heterogen. Algoritma ini mampu mempelajari 

hubungan yang kompleks antara berbagai variabel dan secara iteratif meningkatkan 

akurasi model. Dengan menerapkan teknik ini, diharapkan model yang dihasilkan 

dapat memberikan prediksi yang lebih akurat dibandingkan metode konvensional 

lainnya. 

Selain membangun model klasifikasi, penelitian ini juga akan mengevaluasi 

kinerja model yang dihasilkan dengan menggunakan metrik evaluasi seperti 

accuracy, precision, recall, dan confusion matrix. Evaluasi ini penting untuk 

memastikan bahwa model yang dikembangkan tidak hanya memiliki performa 

tinggi pada data pelatihan, tetapi juga mampu melakukan generalisasi dengan baik 

terhadap data baru. 
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Hasil dari penelitian ini diharapkan dapat memberikan manfaat bagi 

perusahaan dalam meningkatkan efisiensi sistem kehadiran karyawan. Dengan 

adanya sistem klasifikasi otomatis berbasis machine learning, perusahaan dapat 

lebih cepat dan akurat dalam mengelola data kehadiran karyawan, mengurangi 

risiko manipulasi data, serta mengoptimalkan strategi manajemen sumber daya 

manusia. Selain itu, penelitian ini juga memberikan kontribusi dalam 

pengembangan ilmu pengetahuan di bidang kecerdasan buatan, khususnya dalam 

penerapan machine learning untuk analisis data kehadiran karyawan. 

Dengan demikian, penelitian ini tidak hanya bermanfaat bagi perusahaan 

dalam aspek praktis, tetapi juga memberikan wawasan baru dalam pemanfaatan 

teknologi machine learning untuk mendukung pengambilan keputusan berbasis 

data. Diharapkan penelitian ini dapat menjadi referensi bagi studi-studi selanjutnya 

yang ingin mengeksplorasi lebih dalam mengenai penerapan machine learning 

dalam manajemen sumber daya manusia. 

1.2 Rumusan Masalah 

Berdasarkan latar belakang yang telah dijelaskan, terdapat beberapa 

permasalahan yang perlu diidentifikasi, antara lain yaitu:  

1. Bagaimana membangun model klasifikasi untuk mengelompokkan kategori 

kehadiran karyawan menggunakan algoritma Gradient Boosted Trees? 

2. Bagaimana implementasi proses klasifikasi kategori kehadiran karyawan? 

3. Faktor-faktor apa saja yang berpengaruh terhadap klasifikasi kehadiran 

karyawan dalam dataset yang digunakan? 

4. Seberapa akurat model Gradient Boosted Trees dalam mengklasifikasikan 

kategori kehadiran berdasarkan data yang ada? 

5. Bagaimana performa model klasifikasi diukur menggunakan metric evaluasi 

seperti confusion matrix, accuracy, precision, recall? 

 

1.3 Batasan Masalah 

Agar penelitian ini lebih terarah, beberapa batasan masalah yang diterapkan 

adalah sebagai berikut: 
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1. Penelitian ini hanya akan menggunakan algoritma Gradient Boosted Trees 

Algoritma lain seperti Decision Tree, Support Vector Machine (SVM), Random 

Forest atau algoritma lainnya tidak akan dibahas dalam penelitian ini. 

2. Proses klasifikasi dan evaluasi model dilakukan menggunakan perangkat lunak 

RapidMiner sebagai tools utama dalam pemodelan data mining. Penelitian ini 

tidak membahas atau membandingkan aplikasi lainnya. 

3. Penelitian ini dibatasi pada data yang diambil dari PT Guna Kemas Indah pada 

periode tertentu. Data dari perusahaan lain atau periode waktu yang berbeda 

tidak akan dipertimbangkan. 

4. Penelitian ini hanya akan membahas katageri kehadiran yang ditemui di PT 

Guna Kemas Indah, yaitu: Hadir, Sakit, Izin dan Cuti. 

5. Evaluasi model akan dilakukan menggunakan metrik seperti confusion matrix, 

accuracy, precision, recall. Metrik lain seperti ROC-AUC tidak akan 

digunakan dalam penelitian ini. 

1.4 Tujuan Penelitian 

Penelitian ini bertujuan untuk: 

1. Membangun model klasifikasi kehadiran karyawan dengan menggunakan 

algortima Gradient Boosted Trees. 

2. Mengidentifikasi faktor-faktor penting yang mempengaruhi pola kehadiran 

karyawan. 

3. Mengukur dan mengevaluasi performa model klasifikasi berdasarkan metrik 

seperti confusion matrix, accuracy, precision, recall. 

4. Membangun dan menguji model klasifikasi menggunakan aplikasi 

RapidMiner. 

5. Memberikan solusi sistematis untuk membantu perusahaan dalam pengelolaan 

kehadiran karyawan. 

 

1.5 Manfaat Penelitian 

Manfaat penelitian sebagai berikut: 

1. Bagi Perusahaan: Meningkatkan efisiensi dalam manajemen kehadiran 

karyawan dengan menggunakan sistem klasifikasi berbasis machine learning. 
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Dan Meminimalkan risiko kesalahan dan manipulasi dalam pencatatan absensi 

karyawan.  

2. Bagi Karyawan: Meningkatkan transparansi dalam pencatatan dan evaluasi 

kehadiran, mendorong kesadaran dan kedisiplinan karyawan terhadap pola 

kehadiran. 

3. Bagi Peneliti dan Akademisi: Penelitian ini memberikan pengalaman langsung 

bagi peneliti dalam menerapkan algoritma machine learning, khususnya 

Gradient Booted Trees pada data kehadiran. Dan hasil penelitian ini dapat 

menjadi referensi bagi peneliti lain yang tertarik melakukan penelitian lebih 

lanjut dalam SDM dan teknologi informasi. 

4. Bagi Pengembangan Sistem Teknologi Informasi: Menjadi acuan dalam 

mengintegrasikan model machine learning kedalam sistem absensi berbasis 

digital. 

5. Bagi Pengambil Kebijakan dan Manajemen SDM: Memberikan dasar 

pengambilan keputusan yang lebih objektif dan berbasis data dalam mengelola 

karyawan, seperti pemberian reward, peringatan, atau pembinaan berdasarkan 

pola kehadiran yang terklasifikasi secara otomatis dan akurat. 

 

1.6 Sistematika Penulisan  

Peneliti menyusun beberapa bab untuk memudahkan pembaca dalam 

mempelajari dan memahami hasil penelitian yang dilakukan: 

BAB I : PENDAHULUAN 

Pada bab ini, peneliti menjelaskan latar belakang penelitian, 

rumusan masalah, batasan masalah, tujuan penelitian, manfaat 

penelitian dan sistematika penulisan.  

BAB II : TINJAUAN PUSTAKA 

Bab ini berisi tentang penelitian terkait menggunakan beberapa 

teori dan kerangka pemikiran. 

BAB III : METODOLOGI PENELITIAN 

Bab ini menjelaskan metode yang digunakan dalam penelitian, 

termasuk tahapan-tahapan penelitian, teknik pengumpulan data, 

serta alat bantu yang digunakan dalam proses klasifikasi. 
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BAB IV : HASIL DAN PEMBAHASAN 

Bab ini menyajikan hasil penelitian yang diperoleh serta analisis 

terhadap hasil tersebut. Pembahasan dilakukan untuk menjawab 

rumusan masalah dan mengaitkan hasil dengan teori yang telah 

dikemukakan pada bab sebelumnya. 

BAB V : PENUTUP 

Bab ini memuat kesimpulan dari hasil penelitian serta saran-saran 

yang dapat diberikan berdasarkan temuan penelitian untuk 

pengembangan lebih lanjut.  
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BAB V  

PENUTUP 

 

5.1 Kesimpulan 

Berdasarkan hasil klasifikasi yang telah dilakukan dapat disimpulkan bahwa: 

a. Proses Data Selection dan Preprocessing Data telah dilakukan secara 

sistematis dan menyeluruh, mencakup transformasi struktur data, penanganan 

missing values, serta feature engineering. Hasil dari proses ini adalah dataset 

yang bersih, terstruktur, dan siap digunakan dalam pembangunan model 

klasifikasi. 

b. Dataset dibagi menjadi 80% data latih dan 20% data uji. Kolom tingkat 

kehadiran dijadikan sebagai label (target) klasifikasi, sedangkan kolom-kolom 

seperti jumlah hadir, sakit, izin, cuti, absen, dan total karyawan digunakan 

sebagai atribut pendukung (features) yang berperan penting dalam proses 

pembelajaran model. Pemilihan atribut ini didasarkan pada analisis faktor-

faktor yang secara langsung memengaruhi pola kehadiran karyawan. 

c. Hasil pengujian model menggunakan Confusion Matrix menunjukkan bahwa 

algoritma Gradient Boosted Trees mampu mengklasifikasikan seluruh kategori 

tingkat kehadiran (Tinggi, Sedang, dan Rendah) dengan sangat akurat, tanpa 

terjadi kesalahan klasifikasi (false positive maupun false negative). Hal ini 

menunjukkan bahwa model berhasil memahami hubungan antara fitur dan 

label dengan sangat baik. 

d. Nilai Precision dan Recall untuk masing-masing kategori mencapai 100%, 

yang berarti model memiliki kemampuan klasifikasi yang sangat baik, stabil, 

dan konsisten dalam mengenali pola data. Selain itu, model menunjukkan 

kepekaan dan ketepatan yang tinggi terhadap data aktual yang diuji. 

Secara keseluruhan, penelitian ini berhasil membangun model klasifikasi 

tingkat kehadiran karyawan menggunakan algoritma Gradient Boosted Trees secara 

efektif. Model tidak hanya mampu memberikan prediksi yang akurat, tetapi juga 

mampu mengidentifikasi fitur-fitur penting yang berkontribusi dalam menentukan 

pola kehadiran, seperti jumlah hadir, absen, serta persentase kehadiran. 
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5.2 Saran 

Berdasarkan hasil penelitian, peneliti memberikan beberapa saran sebagai berikut: 

a. Penelitian ini menggunakan data dari satu instansi atau perusahaan. Untuk 

penelitian selanjutnya, disarankan agar model diuji pada dataset yang lebih 

beragam dan berskala besar dari berbagai sektor industri agar validitas dan 

generalisasi model dapat ditingkatkan. 

b. Selain Gradient Boosted Trees, penelitian mendatang dapat membandingkan 

performa dengan algoritma lain seperti Random Forest, Neural Network, 

XGBoost, atau LightGBM dan yang lainnya guna mengetahui pendekatan mana 

yang paling optimal dalam kasus klasifikasi kehadiran karyawan. 

c. Sistem klasifikasi ini dapat dikembangkan lebih lanjut menjadi bagian dari 

sistem monitoring kehadiran berbasis aplikasi atau dashboard real-time, agar 

hasil klasifikasi tidak hanya bersifat analisis tetapi juga dapat langsung 

dimanfaatkan dalam pengambilan keputusan dilingkungan kerja. 
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