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ABSTRAK 

Penelitian ini bertujuan untuk mengembangkan sistem rekomendasi novel yang 

mampu memberikan saran bacaan yang relevan dan personal kepada pengguna 

berdasarkan preferensi mereka. Metode yang digunakan adalah Content-Based 

Filtering, yang menganalisis karakteristik konten novel seperti judul, genre, dan 

penulis. Untuk meningkatkan kualitas rekomendasi, algoritma Random Forest 

diintegrasikan sebagai alat prediksi terhadap tingkat popularitas novel berdasarkan 

skor dan atribut lainnya. Data yang digunakan berasal dari dataset publik berisi 

4.500 judul novel dengan atribut seperti genre, skor, popularitas, dan tahun rilis. 

Proses penelitian meliputi pembersihan data, ekstraksi fitur menggunakan TF-IDF, 

perhitungan kemiripan teks dengan cosine similarity, serta pelatihan model 

klasifikasi menggunakan Random Forest. Evaluasi model dilakukan menggunakan 

Confusion Matrix, menghasilkan nilai akurasi sebesar 94,2%, precision 78,3%, 

recall 87,4%, dan F1-score 82,6%. Hasil ini menunjukkan bahwa integrasi metode 

Content-Based Filtering dan algoritma Random Forest mampu memberikan 

rekomendasi yang lebih akurat, relevan, dan sesuai dengan minat pengguna. Sistem 

ini kemudian dikembangkan menjadi aplikasi berbasis web menggunakan Streamlit 

yang memungkinkan pengguna mengakses rekomendasi secara interaktif. Aplikasi 

menampilkan tiga fitur utama yaitu rekomendasi berdasarkan popularitas, 

skor/rating, serta kesamaan genre dan judul. Dengan pendekatan ini, diharapkan 

pengalaman membaca pengguna dapat ditingkatkan melalui rekomendasi yang 

lebih tepat sasaran dan memuaskan. 

 

 

Kata Kunci: Sistem Rekomendasi, Content-Based Filtering, Random Forest, TF- 

IDF, Cosine Similarity, Streamlit, Novel. 
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ABSTRACT 

This research aims to develop a novel recommendation system capable of delivering 

relevant and personalized reading suggestions to users based on their preferences. 

The method employed is Content-Based Filtering, which analyzes novel content 

attributes such as title, genre, and author. To improve the accuracy and quality of 

recommendations, the Random Forest algorithm is integrated to predict a novel’s 

popularity based on its rating and other attributes. The dataset used in this study 

consists of 4,500 publicly available novel titles, with features such as genre, score, 

popularity, and release year. The research process involves data cleaning, feature 

extraction using TF-IDF, text similarity computation via cosine similarity, and 

model training using Random Forest classification. Model evaluation is conducted 

using a Confusion Matrix, achieving 94,2% accuracy, 78,3% precision, 87.4% 

recall, and an F1-score of 82.6%. These results demonstrate that the integration of 

Content-Based Filtering and Random Forest can produce more accurate and user- 

aligned recommendations. The system is then implemented as a web-based 

application using Streamlit, allowing users to interactively access the 

recommendation features. The application includes three main features: 

recommendations based on popularity, rating score, and similarity in genre and 

title. This approach is expected to enhance user reading experiences by offering 

more relevant, precise, and satisfying novel suggestions, especially in the digital 

platform ecosystem. 

 

Keywords: Recommendation System, Content-Based Filtering, Random Forest, TF- 

IDF, Cosine Similarity, Streamlit, Novel. 
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BAB I 

PENDAHULUAN 

 
1.1 Latar Belakang 

Novel adalah salah satu bentuk karya sastra berupa prosa naratif panjang 

yang menceritakan rangkaian peristiwa yang dialami oleh tokoh-tokoh tertentu, 

dengan struktur cerita yang kompleks mencakup pengembangan karakter, latar, 

konflik, dan tema. Sejarah novel dimulai sejak abad ke-18 dengan karya-karya awal 

seperti Don Quixote oleh Miguel de Cervantes dan Robinson Crusoe oleh Daniel 

Defoe, yang dianggap sebagai tonggak awal genre ini. Seiring waktu, novel 

berkembang menjadi media penting untuk menyampaikan pandangan sosial, 

budaya, hingga psikologis masyarakat dari berbagai zaman. Jepang menganut 

penulisan novel yang ringan dan mudah diakses mulai populer pada akhir abad ke- 

20, bersamaan dengan meningkatnya minat terhadap budaya pop seperti anime dan 

manga[1]. Jenis novel seperti ini mulai mendapat perhatian pada awal 2000-an di 

indonesia, mendorong banyak penulis lokal untuk menciptakan karya dengan gaya 

serupa yang menekankan pada cerita yang menarik, ilustrasi pendukung, serta 

kedekatan dengan pembaca remaja dan dewasa muda. Kemunculan novel digital 

sebagai bentuk modern dari novel tradisional memberikan berbagai keunggulan, 

seperti aksesibilitas tinggi, format ringkas dan interaktif. Mayoritas pengguna 

menunjukkan bahwa pembaca novel digital di Indonesia umumnya berasal dari 

kalangan remaja dan dewasa muda, dengan ketertarikan pada genre fantasi, 

petualangan, dan romansa. Mereka umumnya menggunakan platform seperti 

WebNovel dan Webtoon, serta aktif dalam komunitas daring untuk berbagi 

rekomendasi dan ulasan[2]. Pada penelitian ini, sistem rekomendasi pada platform 

pembaca novel menjadi sangat relevan karena membantu pengguna menemukan 

karya yang sesuai dengan minat pengguna, sehingga dapat meningkatkan 

pengalaman membaca sekaligus mendorong perkembangan ekosistem penulisan 

novel digital di Indonesia[3]. 

Sistem rekomendasi pada dasarnya bertujuan untuk mempermudah 

pengguna dalam menemukan item yang relevan di tengah banyaknya pilihan yang 

tersedia. Salah satu pendekatan utama yang sering digunakan dalam sistem 
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rekomendasi adalah content-based filtering [4]. Pendekatan ini menekankan pada 

karakteristik konten dari item yang disukai pengguna, seperti genre, penulis, atau 

tema novel. Dengan menganalisis preferensi pengguna terhadap konten-konten 

sebelumnya, sistem dapat merekomendasikan novel lain yang memiliki kemiripan 

karakteristik. Pendekatan ini sangat berguna dalam membantu pengguna 

menemukan novel yang sesuai dengan minat dan selera mereka, terutama ketika 

data interaksi dengan pengguna lain masih terbatas[5]. 

Penerapan metode content-based filtering dalam sistem rekomendasi novel 

pada platform digital dilakukan dengan menganalisis karakteristik dari novel-novel 

yang sebelumnya disukai atau dibaca oleh pengguna, seperti genre, penulis, atau 

tema cerita. Berdasarkan data ini, sistem dapat merekomendasikan novel-novel lain 

yang memiliki kemiripan dalam konten, meskipun pengguna belum pernah 

membaca karya-karya tersebut sebelumnya[6]. Untuk meningkatkan akurasi dan 

kinerja sistem rekomendasi, algoritma Random forest dapat dimanfaatkan sebagai 

alat prediksi preferensi pengguna berdasarkan atribut konten dari novel yang telah 

diinteraksikan, seperti genre yang sering dibaca, waktu membaca, serta tingkat 

keterlibatan pengguna[7]. 

Pemanfaatan struktur algoritma random forest yang membagi data ke dalam 

banyak pohon keputusan berdasarkan berbagai atribut memungkinkan sistem untuk 

mengidentifikasi pola-pola spesifik dalam perilaku pengguna yang berkontribusi 

terhadap keputusan membaca mereka. Hal ini menghasilkan rekomendasi yang 

lebih personal dan relevan. Kelebihan dari content-based filtering termasuk 

kemampuannya untuk memberikan rekomendasi berdasarkan karakteristik konten 

dari item yang disukai pengguna, seperti genre, penulis, atau tema, tanpa 

bergantung pada preferensi pengguna lain[8]. Selain itu, metode ini mampu 

menangani masalah cold start untuk pengguna baru karena hanya memerlukan data 

interaksi dari satu pengguna saja[9]. Namun, pendekatan ini juga memiliki 

keterbatasan, seperti risiko menghasilkan rekomendasi yang sempit atau terlalu 

mirip dengan item yang sudah pernah dikonsumsi sebelumnya. Sementara itu, 

algoritma random forest dapat digunakan untuk menganalisis data konten dan 

interaksi pengguna secara lebih mendalam, serta mengidentifikasi pola dan faktor- 

faktor yang memengaruhi preferensi membaca. Dengan mengintegrasikan kedua 
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pendekatan ini, sistem rekomendasi tidak hanya dapat memberikan hasil yang lebih 

relevan dan personal, tetapi juga meningkatkan akurasi dalam memprediksi 

preferensi pengguna, sehingga menciptakan pengalaman membaca yang lebih 

memuaskan di platform digital [10]. 

Sistem rekomendasi yang baik sangat penting untuk membantu menemukan 

novel yang sesuai dengan minat pengguna, namun banyak pengguna merasa bahwa 

rekomendasi yang diberikan sering kali tidak memadai dan tidak sesuai dengan 

selera mereka, kemungkinan disebabkan oleh algoritma yang belum sepenuhnya 

memahami preferensi unik setiap pengguna [11]. Untuk mengembangkan sistem 

rekomendasi novel yang lebih baik, peneliti dapat mengikuti beberapa langkah 

menggunakan data yang telah disiapkan, termasuk file novel yang berisi 4.500 judul 

dengan atribut seperti ID, judul, sinopsis, penulis, genre, volume, status, skor, 

popularitas, favorit, tahun penerbitan, dan tahun selesai. Setelah mengumpulkan 

data, langkah selanjutnya adalah membersihkan dan mengubah data menjadi format 

yang konsisten, termasuk menghapus duplikasi dan melakukan normalisasi pada 

rating. 

Metode yang digunakan adalah content-based filtering, yang memberikan 

rekomendasi berdasarkan kesamaan atribut konten dari novel yang telah disukai 

atau dibaca pengguna sebelumnya, seperti genre, penulis, atau tema cerita[12]. 

Dengan pendekatan ini, sistem dapat menyarankan novel yang memiliki 

karakteristik serupa dengan preferensi individu pengguna, tanpa bergantung pada 

interaksi pengguna lain.Selain itu, algoritma Random Forest dapat digunakan untuk 

memberikan rekomendasi kepada pengguna berdasarkan atribut yang relevan, 

dengan membangun sejumlah pohon keputusan dan menggabungkan hasilnya 

untuk menghasilkan saran yang lebih akurat dan andal. Algoritma ini bekerja 

dengan membagi data menjadi subset berdasarkan nilai atribut yang signifikan, lalu 

mengombinasikan hasil dari setiap pohon untuk menentukan rekomendasi 

akhir[13]. 

Setelah model dikembangkan, penting untuk menguji kinerjanya 

menggunakan Confusion Matrix, yang membantu mengevaluasi performa model 

klasifikasi dengan membandingkan hasil rekomendasi terhadap preferensi aktual 

pengguna, serta menghitung metrik seperti akurasi, precision, recall, dan F1-score. 
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Dengan mengikuti langkah-langkah ini, kita dapat membangun sistem rekomendasi 

novel yang lebih tepat sasaran dan sesuai dengan minat pengguna, sehingga dapat 

meningkatkan pengalaman membaca di platform digital [14]. 

1.2 Rumusan Masalah 

Berdasarkan latar belakang diatas, maka rumusan masalah yang diajukan 

penulis, yaitu: 

1. Bagaimana menerapkan metode Content-based filtering untuk sistem 

rekomendasi novel di platform digital menggunakan Algoritma Random 

forest? 

2. Sejauh mana algoritma Random Forest dapat diterapkan dalam sistem 

rekomendasi novel untuk merekomendasi preferensi berdasarkan data yang 

terkumpul dari interaksi pengguna? 

1.3 Batasan Masalah 

Agar penelitian ini mencapai pada sasaran yang diinginkan, maka penulis 

membatasi permasalahan dalam penelitian ini sebagai Berikut: 

1. Jenis Penelitian hanya fokus pada sistem rekomendasi menggunakan metode 

Content-Based Filtering, tanpa membahas metode seperti collaborative 

filtering atau hybrid filtering. 

2. Algoritma yang digunakan dalam penelitian ini terbatas pada Random Forest 

untuk proses klasifikasi. 

3. Objek rekomendasi dibatasi hanya pada novel digital, tidak mencakup film, 

musik, atau media lain. 

4. Dataset yang digunakan hanya berasal dari file novel.csv dengan 4500 entri 

dari platform seperti Kaggle. 

5. Fitur yang dianalisis terbatas pada judul, genre, skor/rating, popularitas, dan 

penulis novel. 

6. Evaluasi sistem hanya menggunakan metrik akurasi, precision, recall, dan F1- 

score. 

7. Data pengguna bersifat tidak personal dan tidak mencakup faktor eksternal 

seperti lokasi geografis atau waktu interaksi. 
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8. Sistem rekomendasi tidak menggunakan interaksi pengguna secara real-time 

atau riwayat perilaku secara mendalam. 

9. Platform implementasi hanya berupa web aplikasi menggunakan Streamlit, 

bukan versi mobile. 

10. Sistem tidak menggunakan data citra, hanya data teks untuk representasi dan 

analisis konten. 

11. Penanganan data kosong hanya dilakukan dengan metode fillna(mean), tidak 

mencakup teknik imputasi kompleks lainnya. 

12. Kemiripan konten novel hanya dihitung menggunakan metode TF-IDF dan 

cosine similarity. 

13. Model klasifikasi dibangun tanpa eksplorasi model pembanding lain seperti 

SVM atau KNN. 

14. Sistem tidak melakukan analisis sentimen terhadap isi novel atau review 

pembaca. 

15. Sistem rekomendasi tidak melakukan pembobotan preferensi berdasarkan 

frekuensi atau durasi membaca pengguna. 

1.4 Tujuan Penelitian 

Adapun tujuan dari penelitian ini sebagai berikut: 

1. Menerapkan metode Content-Based Filtering untuk membangun sistem 

rekomendasi novel berdasarkan kemiripan konten seperti genre dan judul. 

2. Mengintegrasikan algoritma Random Forest untuk mengklasifikasikan 

popularitas novel guna meningkatkan akurasi rekomendasi. 

3. Mengolah dan mengekstraksi fitur teks menggunakan TF-IDF dan cosine 

similarity sebagai dasar perhitungan kesamaan antar novel. 

4. Membangun aplikasi sistem rekomendasi berbasis web dengan Streamlit agar 

pengguna dapat mengakses rekomendasi secara interaktif. 

5. Mengevaluasi performa sistem menggunakan confusion matrix untuk 

memperoleh nilai akurasi, precision, recall, dan F1-score dari model yang 

dibangun. 

1.5 Manfaat penelitian 

Manfaat yang diharapkan oleh peneliti dalam penelitian ini adalah sebagai 

berikut: 
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1. Bagi peneliti 

1) Menambah wawasan mengenai implementasi sistem rekomendasi dalam 

platform pembaca novel. 

2) Memberikan memberikan pengalaman dalam mengembangkan dan 

mengevaluasi algoritma content-based filtering, serta Random Forest. 

3) Dapat menjadi referensi bagi penelitian selanjutnya yang berkaitan dengan 

sistem rekomendasi berbasis kecerdasan buatan. 

2. Bagi Kampus 

1) Mendukung pengembangan keilmuan di bidang data science, kecerdasan 

buatan, dan sistem rekomendasi. 

2) Menjadi bahan referensi akademik bagi mahasiswa dan dosen dalam 

penelitian terkait sistem rekomendasi. 

3) Meningkatkan kontribusi institusi dalam inovasi teknologi yang dapat 

diterapkan dalam berbagai bidang, termasuk literasi digital. 

3. Bagi Pengguna Platform Pembaca Novel 

1) Mempermudah pengguna dalam menemukan novel yang sesuai dengan 

preferensi mereka. 

2) Meningkatkan pengalaman membaca dengan rekomendasi yang lebih 

personal dan relevan. 

3) Menghemat waktu dalam mencari bacaan yang diminati, sehingga 

meningkatkan keterlibatan dan kepuasan pengguna terhadap platform 

tersebut. 

1.6 Sistematika Penulisan 

Untuk memudahkan bagi pembaca dalam menganalisa dan memahami hasil 

dari penelitian yang dilakukan penulis, maka penulis membuat suatu 

sistematika penulisan yang dibagi atas beberapa bab sebagai Berikut: 

BAB I: PENDAHULUAN 

 

Berisi latar belakang, rumusan masalah, batasan masalah, tujuan penelitian, 

manfaat penelitian, dan sistematika penulisan. 
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BAB II: TINJAUAN PUSTAKA 

 

Membahas penelitian terkait dan kerangka pemikiran yang mendasari 

penelitian ini. 

BAB III: METODOLOGI PENELITIAN 

 

Membahas tahapan penelitian, metode pengumpulan data, dan skenario 

pengujian yang digunakan. 

BAB IV HASIL DAN PEMBAHASAN 

Bab ini membahas tentang implementasi teknik penyaringan berbasis konten 

dan algoritma tetangga terdekat dalam sistem rekomendasi. 

BAB V KESIMPULAN DAN SARAN 

Dalam bagian ini akan dibahas mengenai ringkasan dari studi yang telah 

dilaksanakan. 
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BAB V 

KESIMPULAN DAN SARAN 

 
5.1 Kesimpulan 

Berdasarkan hasil penelitian yang telah dilakukan mengenai penerapan 

algoritma Random Forest pada sistem rekomendasi musik menggunakan 

pendekatan content-based filtering, maka dapat disimpulkan beberapa hal sebagai 

berikut: 

1. Penerapan metode Content-Based Filtering dalam sistem rekomendasi novel 

dilakukan dengan menganalisis atribut konten dari novel, seperti judul, genre, 

skor/rating, dan popularitas. Pertama-tama, data novel dikumpulkan, 

dibersihkan, dan diproses ke dalam bentuk numerik menggunakan teknik TF- 

IDF untuk judul. Kemudian, cosine similarity digunakan untuk mengukur 

kemiripan antar judul novel. 

Agar rekomendasi tidak hanya relevan dari sisi konten, digunakan algoritma 

Random Forest untuk memprediksi popularitas dari novel berdasarkan skor. 

Hasil dari prediksi model tersebut dikombinasikan dengan skor kemiripan 

(hasil TF-IDF) untuk menghasilkan daftar rekomendasi akhir yang bersifat 

personal, akurat, dan relevan dengan preferensi pengguna. 

2. Berdasarkan hasil evaluasi model (Bab IV), algoritma Random Forest 

Classifier menunjukkan kinerja yang sangat baik dalam mengklasifikasikan 

novel populer dan tidak populer. Hasil evaluasi menunjukkan hasil Accuracy: 

94.2% ,Precision: 78.3% ,Recall: 87.4% ,F1-Score: 82.6% Angka-angka 

tersebut mengindikasikan bahwa Random Forest mampu mengidentifikasi pola 

dari atribut seperti genre dan skor untuk menilai apakah sebuah novel 

berpotensi disukai oleh pengguna atau tidak. Bahkan tanpa riwayat interaksi 

yang luas, model ini bisa mengenali dan memprediksi preferensi pengguna 

secara efisien. Penelitian ini dengan demikian, algoritma Random Forest sangat 

cocok diterapkan dalam sistem rekomendasi berbasis content, khususnya saat 

digunakan bersama metode TF-IDF untuk menghasilkan rekomendasi novel 
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yang tidak hanya relevan dari sisi konten, tetapi juga diprediksi populer secara 

statistik. 

5.2 Saran 

Berdasarkan hasil dan keterbatasan penelitian ini, penulis memberikan 

beberapa saran sebagai berikut: 

1. Pengembangan Fitur Eksternal Untuk meningkatkan kualitas rekomendasi, 

sistem dapat dikembangkan lebih lanjut dengan menambahkan fitur interaksi 

pengguna secara eksplisit, seperti riwayat pembacaan, waktu baca, dan 

penilaian langsung terhadap novel. 

2. Penggunaan Metode Hybrid Penelitian selanjutnya disarankan 

menggabungkan metode Content-Based Filtering dengan Collaborative 

Filtering (metode hybrid) untuk menangani keterbatasan dari masing-masing 

pendekatan dan meningkatkan keberagaman rekomendasi. 

3. Evaluasi dari Sisi Pengguna Nyata Selain evaluasi teknis menggunakan 

confusion matrix, perlu dilakukan pengujian langsung oleh pengguna (user 

testing) untuk menilai tingkat kepuasan dan kenyamanan dalam menggunakan 

sistem rekomendasi yang dibangun. 

4. Perluasan Dataset dan Bahasa Dataset dapat diperluas untuk mencakup lebih 

banyak novel dari berbagai genre dan bahasa, sehingga sistem menjadi lebih 

inklusif dan dapat diterapkan di berbagai platform dan skenario pengguna. 
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