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ABSTRACT 

 

As the dependence on information technology and cyberspace intensifies 

across various critical sectors, it also presents a potential medium for cyber attacks. 

Particularly, the rapidly evolving nature of malware, with its myriad variants 

displaying distinct characteristics, often leaves victims grappling with effective 

mitigation. Current malware detection technologies, although numerous, are often 

deemed insufficient due to their inability to provide robust classification, an 

essential aspect that facilitates efficient cybersecurity analysis. This research 

addresses this pressing issue by harnessing Convolutional Neural Networks 

(CNNs) Inception-V3 for the classification of malware, with an aim to enhance the 

speed and effectiveness of malware mitigation efforts, especially in Indonesian 

Government. CNNs, subtypes of artificial neural networks, are mainly used for 

visual data examination. They employ a mathematical operation known as 

convolution in one or more of their layers, making them particularly adept at 

handling pixel data for tasks such as image recognition, processing, and 

classification. This research serves as a significant stride towards to improve 

Indonesian Government Cybersecurity on dealing with the cyber threat and 

reducing dependence on the use of signature-based malware detection which is 

considered to have many weaknesses. 

 

Keywords: Malware Classification, Convolutional Neural Network 
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CHAPTER I 

INTRODUCTION 

 

1.1 Research Background 

With the advancement of time, the use of information technology and 

cyberspace is increasing and widely used in critical sectors like government, 

military, industry, healthcare, manufacturing, education, and others. Besides 

being highly beneficial and making work easier, the use of information 

technology and cyberspace also has the potential to be a gap or source of cyber 

attacks. 

It is not uncommon for victims of malware attacks to encounter 

difficulties in mitigating malware attacks, due to the continuous emergence and 

development of new variants of malware with different characteristics, each 

requiring different mitigation steps. Although there are currently many 

malware detection technologies, these devices are still considered unable to 

perform proper classification that facilitates cyber security analysis. 

Despite the prevalence of many malware detection technologies today, 

these devices are often considered ineffective in conducting accurate 

classifications, largely due to their dependence on signature-based analysis. 

The drawback of dependence on signature-based analysis is that malware can 

only be identified or detected if the signature of the malware has been 

previously recorded. These signatures include file hashes, IP addresses of the 

attack source, file names, and so on. 

Figure 1.1.1 Various Types of Malware Detection Methods 
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Indonesian Government Network Infrastructure dealing with several 

malware stealer infection that targeting endpoint devices. Malware stealer is 

one of the type of malware that have capability to retrive account login 

credential data (username and password). Thus, attackers can carry out 

advanced cyber attacks, such as theft of important data, espionage and 

sabotage. 

Figure 1.1.2 Graph Showing the Total Amount of Government Credential Account Leaks 

Caused by Stealer Malware Infections. 

 

In the periode January to October 2023, there have been as many as 2,146,156 

data breaches involving the credential information of login accounts for 

Indonesian government application websites, caused by infections/attacks 

from stealer malware. 

Figure 1.1.3 Most Common Malware Stealer Infecting Devices Owned by the Indonesian 

Government 
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It was noted that there are several stealer malwares most commonly 

used to steal credential data of login accounts for Indonesian government 

applications. One type of stealer malware that has most frequently infected 

devices owned by the Indonesian government is the RedlineStealer Malware. 

At least 749,173 government login account credentials have been successfully 

stolen by the RedlineStealer Malware. 

The RedlineStealer malware infection is considered challenging to 

identify and detect because it has more than 750 different file hashes and 

varying Command and Control (CnC) IP addresses or sources of attack. 

Moreover, new RedlineStealer malware file hashes continue to emerge, 

making it difficult for signature-based identification/detection systems to keep 

up effectively. 

Based on this, there is a need to develop a malware classification and 

identification system using Artificial Intelligence technology. Classification 

can be performed by converting malware files into binary and then 

transforming them into images. 

 

 
Figure 1.1.4 PE (Portable Executable) File Structure (.exe). 
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PE Files or .exe files contain several sections within them that store specific 

information and usually have distinctive characteristics from one file type to 

another. If a PE file is converted into an image, the image will still retain some 

characteristics that can be distinguished from others. 

 

Figure 1.1.5 Malware Image File Structure 

 

 

The following is an image of malware in .png format, which turns out 

to contain parts of the header including .text, .rdata, .data, and .rsrc sections. 

These images will then be classified to determine the type of malware family. 

Therefore, the author conducts research to classify malware using 

Convolutional Neural Network Models to assist cyber security analysts in 

mitigating malware attacks more quickly and effectively, Specifically 

regarding stealer malware, one of the types is the Redline Stealer Malware. 

Thus, this research will focus on applying Convolutional Neural 

Network Models for malware classification. This work intends to bridge the 

gap in existing malware detection and classification methodologies, bolstering 

our defenses against the incessant barrage of cyber threats. By doing so, it is 

expected to contribute substantially to empowering cyber security analysts to 

navigate the complex terrain of malware attacks more adeptly, swiftly, and 

efficiently. 
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Ultimately, this research represents a forward-looking attempt to 

mitigate one of the most pressing cyber threats of our time, thereby making 

significant strides towards improve Indonesian Government Cyber Security. 

 

1.2 Problem Statement 

While the use of information technology and cyberspace is 

accelerating across various critical sectors, it simultaneously poses a potential 

conduit for cyber attacks. The constantly evolving landscape of malware, 

exhibiting new variants with unique characteristics, often leaves victims 

struggling with effective mitigation. 

Despite numerous existing malware detection technologies, they are 

frequently deemed inadequate due to their inability to provide robust 

classification that facilitates cybersecurity analysis. This research aims to 

address this critical gap by employing Convolutional Neural Network Models 

for the classification of malware, thus enhancing the speed and effectiveness 

of malware mitigation efforts. 

The problem, therefore, is to develop and validate a model that can 

accurately classify malware types, assisting cybersecurity analysts in 

combating these cyber threats more efficiently. 

 

1.3 Research Objectives 

a. Conduct training on malware image data using the Convolutional Neural 

Network (CNN) algorithm and assess the accuracy level of the resulting 

model. 

b. Be able to classify malware files based on their types using CNN modeling. 

One of the malware types originates from the highest malware stealer 

detection results within the Indonesian Government's network 

infrastructure during the period of 2023. 

 

1.4 Significance of Research 

a. Improved Malware Identification and Classification: By utilizing 

Convolutional Neural Network Models, the study aims to develop and 

validate a more accurate and efficient system for identifying the type of 
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malware. This has the potential to improve the speed and effectiveness of 

malware mitigation efforts, thereby enhancing overall cybersecurity. 

b. Empowering Cybersecurity Analysts: This research is vital in assisting 

cybersecurity analysts to better navigate the rapidly evolving landscape of 

cyber threats. By providing a more accurate classification model, it equips 

analysts with more precise information about malware attacks, enabling a 

more targeted, efficient, and swift response. This, in turn, can substantially 

improve the cybersecurity posture of critical sectors heavily reliant on 

information technology and cyberspace. 

 

1.5 Limitation of Problems and Assumptions 

The focus of this research is to implement the use of Convolutional 

Neural Network (CNN) in classifying malware, sourced from malware 

detection results within several Indonesian government network 

infrastructures. One type of malware that has most frequently infected devices 

owned by the Indonesian government is the RedlineStealer Malware. So, in this 

study, specific data on Redline Stealer malware will be added, which will then 

undergo training so that the Indonesian government network infrastructure 

cybersecurity can perform classification and detection of stealer malware by 

utilizing AI, rather than relying solely on signature-based detection, which is 

considered to have many shortcomings. 

The outcome of this research is expected to assist Cyber Security 

analysts or government network infrastructure administrators in classification 

and identifying malware cyber attacks. 

 

1.6 Thesis Structure 

The rest of thesis is organized as follows: 

a. Chapter I describes the background of problem that will be discussed in the 

thesis. 

b. Chapter II describes the literature review of thesis. 

c. Chapter III describes the methodology of thesis. 

d. Chapter IV presents the expereiment result and discussion. 

e. Chapter V presents the conclusion the thesis and future work. 
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CHAPTER V 

CONCLUSIONS AND RECOMMENDATIONS 

 

 

5.1 Conclusions 

a. In conclusion, this research presents a significant stride towards more 

efficient and accurate malware classification. The results obtained from our 

study suggest that the use of CNNs in classifying malware can potentially 

transform the way cybersecurity operations are conducted. However, the 

model's continuous improvement, evaluation, and adaptation to new 

malware types will remain a critical future task for this ongoing research. 

b. A total of 25 types of malware used in this study can be accurately classified, 

including the Redline Stealer malware, which is one of the most frequently 

detected malware infecting endpoint devices owned by the Indonesian 

government, leading to the leakage of login credential data for government 

applications 

 

5.2 Recommendations 

a. Increasing the quantity of training datasets sourced especially from the latest 

type of Malware; 

b. Enhancing and expanding the model with additional analytical features to 

improve accuracy; 

c. Incorporating datasets from malware detected on the Indonesian 

government's network infrastructure, thus enabling the model to predict new 

types of malware, particularly those targeting government network 

infrastructure. This would also contribute to improving the Indonesian 

Government Cybersecurity 
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