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ABSTRACT

Electronic wallet transactions are increasingly popular and becoming a part
of everyday life. However, as the number of transactions increases, the risk of
anomalies and fraud also increases. This study aims to develop an anomaly
detection model in e-wallet transactions using the Recurrent Neural Network
(RNN) model, Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU)
and spatio-temporal analysis.

The transaction data used in this study comes from the Mony platform and

includes various information such as transaction IDs, timestamps, transaction
amounts, geographical coordinates (latitude and longitude), as well as sender and
recipient account information. The steps in the data processing process include:
first, data pre-processing to correct and fill in the missing values; second, the
extraction of spatio-temporal features to calculate the distance, time difference,
speed of movement between transactions, and calculate the habit of the number of
transactions; and third, data labeling to identify normal and anomalous transactions.

The built Deep Learning model consists of two layers with 256 and 128
units respectively, equipped with a dropout layer to prevent overfitting. The data
were trained using the SMOTE oversampling technique to handle data imbalances
and then divided into training, validation, and testing sets. Model evaluation was
carried out using accuracy, precision, recall, and F1-score metrics.

The evaluation results show that this LSTM model has the best performance
with a test accuracy of 94.64%, precision of 94.81%, recall of 94.64%, and F1-score
of 94.62%. The GRU model showed a test accuracy of 94.46%, precision of
94.86%, recall of 94.46%, and F1-score of 94.39%. The RNN model has lower
performance with a test accuracy of 91.78%, precision of 91.74%, recall of 91.78%,
and F1-score of 91.76%. This shows that the LSTM model developed has excellent

ability to detect anomalies in e-wallet transactions.
Keywords: anomaly detection, e-wallet transactions, Recurrent Neural Network

(RNN), Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), spatial-

temporal analysis, deep learning.
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CHAPTER |
INTRODUCTION

1.1. Research Background

In the rapidly advancing digital era, e-wallet transactions have become an
integral aspect of daily life, providing significant convenience and efficiency for
both personal and business-related financial activities. However, this surge in
transaction volume and frequency has introduced new challenges, particularly the
rise of suspicious transaction patterns. These anomalies include transactions
conducted in multiple locations within an unreasonably short timeframe, which
would be physically impossible without some form of manipulation. Additionally,
transactions occurring in rapid succession and those involving unusually large
amounts far exceeding the user's average transaction size are indicative of potential
fraudulent activity.

This concern is critical because suspicious transactions not only result in
financial losses but also dangerous the reputation of financial institutions.
Therefore, early detection of such anomalies is vital to maintaining the security and
integrity of the digital financial system. The primary challenge lies in efficiently
and accurately identifying abnormal transaction patterns within the vast amounts of
data, given the complexity and variability of transaction behaviors. Recent
advancements in Machine Learning (ML) and Deep Learning (DL) have shown
promise in addressing these challenges. Specifically, models such as Recurrent
Neural Networks (RNNs), Long Short-Term Memory (LSTM), and Gated
Recurrent Units (GRUs) have demonstrated superior capabilities in processing
sequential and spatio-temporal data, making them particularly suitable for
analyzing transaction sequences and identifying suspicious patterns.

This study proposes an approach that leverages three deep learning models
RNN, LSTM, and GRU independently to enhance the anomaly detection system
for e-wallet transactions. Unlike traditional methods that typically treat transactions
as isolated events, this approach emphasizes the temporal context, recognizing that
suspicious transactions often exhibit unique patterns distinct from legitimate

transactions when analyzed over time. By harnessing the sequential learning



capabilities of RNNs, LSTMs, and GRUs, the study aims to develop a robust and
precise anomaly detection system.

Theoretically, a key challenge in this research is the effective integration of
spatio-temporal features into the RNN, LSTM, and GRU frameworks, enabling
these models to capture and leverage patterns that differentiate between legitimate
and suspicious transactions. Spatio-temporal analysis provides critical insights into

the context of a transaction—specifically, when and where it occurred—both of
which are essential for detecting anomalies. Transactions occurring at unusual
times or locations often signal potential fraud. On a practical level, challenges
include data pre-processing, feature extraction, and model optimization. The model
must be capable of processing large volumes of transaction data in real-time while
maintaining high detection accuracy to minimize false positives and false negatives.

The growing complexity of fraud schemes necessitates continuous
advancements in anomaly detection methodologies. Traditional rule-based systems

frequently fall short in detecting increasingly sophisticated fraud tactics.
Consequently, financial institutions face ongoing pressure to enhance their anomaly
detection capabilities to safeguard consumers and uphold trust. This research
responds to this need by developing an optimized anomaly detection system
utilizing RNN, LSTM, and GRU models independently. This approach not only
enhances detection accuracy but also offers a scalable and adaptive solution to the
dynamic nature of fraudulent activities.

The distinctiveness of this study lies in its exploration of three deep learning
models RNN, LSTM, and GRU each independently applied with spatio-temporal
analysis for detecting anomalies in e-wallet transactions. By focusing on the
sequential and contextual patterns within transaction data, this study aims to extend
the boundaries of existing anomaly detection methodologies, offering a more
comprehensive and effective solution through the integration of spatio-temporal
features. This research not only advances the development of a more effective
anomaly detection system but also provides valuable insights into the application
of deep learning techniques in digital finance.

Overall, the study aims to push the state of the art in anomaly detection by
introducing an optimized system that leverages RNNs, LSTMs, and GRUs



independently. This innovative approach addresses a range of theoretical and
practical challenges, delivering a robust solution for detecting and mitigating
anomalous activity in e-wallet transactions. The optimization performed on this
anomaly detection system is expected to serve as a benchmark for future
developments in similar technologies. Moreover, the research opens avenues for
further exploration into the development of more sophisticated anomaly detection
algorithms and their integration with broader financial monitoring systems,
ultimately enhancing security and trust in the digital financial ecosystem.

1.2. Problem Statement

Building on the research background presented, the following research

questions have been identified:

1. How can an effective and efficient system be developed to detect
anomalies in e-wallet transactions, particularly those occurring across
multiple locations at abnormal times?

2. To what extent can Recurrent Neural Networks (RNN), Long Short-
Term Memory (LSTM), and Gated Recurrent Units (GRU) accurately
detect suspicious transactions using spatio-temporal analysis?

3. What are the most effective methods for integrating spatio-temporal
analysis into deep learning models to enhance the accuracy of anomaly

detection in e-wallet transactions?

1.3. Research Objectives

Building on the formulated problem statement, the objectives of this research

are as follows:

1. To develop and evaluate a system capable of effectively and efficiently
detecting anomalies in e-wallet transactions, particularly those occurring
across multiple locations at unusual times, within short intervals, or
involving sudden large transaction volumes.

1. To assess and compare the accuracy of LSTM and CNN models in
detecting suspicious transactions through spatio-temporal analysis.

2. To effectively integrate spatio-temporal features into RNN, LSTM, and
GRU models to enhance the accuracy of anomaly detection in e-wallet

transactions.



1.4. Research Significance

This research offers several significant theoretical and practical contributions:

1. This study provides valuable insights into the detection of anomalies in
e-wallet transactions through the application of RNN, LSTM, GRU
models, and spatio-temporal analysis. The findings from this research
can serve as a foundation for further academic inquiry and development
in the field of digital financial security.

2. By developing a more effective detection system, financial institutions
can mitigate the risk of fraud and enhance transaction security, thereby
increasing user confidence and trust in the digital financial ecosystem.

3. The implementation of Deep Learning techniques such as RNNSs,
LSTMs, and GRUs in anomaly detection automates traditionally manual
processes, leading to significant time and resource savings while
increasing operational efficiency for financial institutions.

4. A more rapid and precise detection system will enable financial
institutions to more effectively identify and address suspicious
transactions, significantly reducing the potential for financial losses due
to fraudulent activities.

1.5. Problem Limitations and Research Assumptions

This research focuses on the development and optimization of an anomaly
detection system specifically for electronic wallet transactions, utilizing RNN,
LSTM, GRU models, and spatio-temporal analysis. The scope of this study is
defined by the following limitations:

1. The research is confined to the development and optimization of an
anomaly detection system based solely on RNN, LSTM, GRU models,
and spatio-temporal analysis. Alternative anomaly detection methods are
beyond the scope of this study.

2. The dataset employed in this study includes location information
(latitude and longitude), timestamps, and the number of transactions from
the last ten transactions conducted by users. Other forms of transactions,
including physical transactions outside of e-wallets, are not considered

in this research.



3.

This study exclusively utilizes RNN, LSTM, and GRU models for
anomaly detection. No other Machine Learning or Deep Learning models

are incorporated or analyzed within this research.

The research is grounded in several key assumptions that underpin and limit

the scope of the study. These assumptions are as follows:

1.

The transaction data used in this study is assumed to be accurate and
representative of actual e-wallet transaction patterns, ensuring the
generalizability of the analysis results.

Anomalies in e-wallet transactions are presumed to be identifiable
through spatio-temporal patterns that can be effectively detected by
RNN, LSTM, and GRU models. This assumption justifies the use of
these models in this study.

It is assumed that e-wallet users exhibit relatively consistent transaction
patterns, allowing anomalies to be detected through the analysis of
significant deviations from these patterns.

The RNN, LSTM, and GRU models are assumed to be capable of
processing and analyzing transaction data across temporal and spatial
sequences with a high degree of accuracy, supporting their selection as
the primary models for this research.

The data used has undergone appropriate pre-processing, including
normalization, sorting by timestamp, and handling of missing values, to

ensure that data quality does not negatively impact model performance.
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CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS

5.1. Conclusion

This study aims to develop and test an anomaly detection system in electronic
wallet transactions using deep learning models, namely Recurrent Neural Network
(RNN), Long Short-Term Memory (LSTM), and Gated Recurrent Unit (GRU) with
spatio-temporal analysis. Based on the results of the research and discussions that
have been carried out.

While spatio-temporal features such as the distance between transactions,
time differences between transactions, and movement speed were key elements of
the model, it is important to note that the study did not include a comparative
analysis against models without these features. Therefore, the effectiveness of
spatio-temporal analysis in improving anomaly detection accuracy is observed
within the context of the models tested, without a baseline for comparison to non-
spatio-temporal approaches. Of the three models tested, LSTM showed the best
performance in detecting anomalies in e-wallet transactions. Although GRU and
RNN also show good results, LSTM has an advantage in terms of accuracy,
precision, recall, and F1-score. LSTMs are superior in handling the complexity and
variation of spatio-temporal data, making them more suitable for anomaly detection
applications in financial transactions.

A comparative table of training results between RNNs, LSTMs, and GRUs
also supports these findings. LSTM showed the best performance with a training
accuracy of 93.46%, a training loss of 16.64%, a validation accuracy of 94.64%,
and a validation loss of 13.49% with a training time of 15 minutes and 36 seconds.
GRU also showed excellent performance with a training accuracy of 92.76%, a
training loss of 17.22%, a validation accuracy of 94.46%, and a validation loss of
15.45% with a training time of 12 minutes and 15 seconds. Meanwhile, RNN
showed lower performance with a training accuracy of 90.94%, a training loss of
22.07%, a validation accuracy of 91.78%, and a validation loss of 17.28% with a

training time of 6 minutes and 1 second.



Model | Train Accuracy | Train Loss | Val Accuracy | Val Loss Time

RNN 90.94% 22.07% 91.78% 17.28% | 361.511s
LSTM 93.46% 16.64% 94.64% 13.49% | 936.353s
GRU 92.76% 17.22% 94.46% 15.45% | 735.209s

Table 22: Comparison of Training Results of RNN, LSTM, and GRU Models

The comparison graph of training accuracy shows that LSTM and GRU
achieve higher accuracy than RNN as the epoch increases. LSTMs have a steady
and consistent increase in accuracy, while RNNs show more volatile performance
and do not achieve as high accuracy as LSTMs and GRUSs. The validation accuracy
comparison graph also shows that the LSTM maintains the highest accuracy among
the three models, with the GRU following behind, and the RNN at the lowest. This
shows that LSTM is not only superior in training but also in generalization to new
data.

Training Accuracy Comparison
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Figure 28:Comparison Chart of Training Accuracy and Validation of RNN,
LSTM, and GRU Models

The comparison graph of training losses shows that the LSTM and GRU
models experienced a more significant loss reduction and achieved a lower loss
level compared to RNN. This shows that LSTM and GRU are more efficient at
studying patterns in data and reducing prediction errors. The validation loss
comparison graph reinforces these findings, with LSTM and GRU showing lower

and stable losses than RNNs, which have higher and volatile loss values.



Training Loss Comparison Validation Loss Comparison

..........

Figure 29: Comparison Chart of Training Loss and Validation of RNN, LSTM,
and GRU Models

The RNN model is able to recognize temporal patterns in transaction data,
but it has limitations in handling long-term dependencies due to the vanishing
gradient problem. The RNN model showed a test accuracy of 91.78%, precision of
91.74%, recall of 91.78%, and F1-score of 91.76%.

LSTM successfully solves the problem of vanishing gradient and is able to
retain long-term information in sequential data. The evaluation results show that
the LSTM model has the best performance with a test accuracy of 94.64%, precision
of 94.81%, recall of 94.64%, and F1-score of 94.62%. This shows that LSTM is
effective in detecting anomalies in e-wallet transactions.

Comparison of Evaluation Metrics for RNN, LSTM, and GRU
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Figure 30: Comparison Chart of Evaluation Metrics Results of RNN, LSTM, and
GRU Models



GRUs have a simpler architecture than LSTMs, but are still effective in
overcoming vanishing gradients and handling long-term dependencies. The GRU

model showed a test accuracy of 94.46%, precision of 94.86%, recall of 94.46%,

and F1-score of 94.39%.

Model | True Normal | True Anomaly | False Normal False Anomaly
RNN 345 716 44 ol
LSTM 349 745 15 47
GRU 337 755 5 59

Table 23: Comparison of Prediction Results of RNN, LSTM, and GRU Models

The results indicate that the LSTM model, when used with spatio-temporal
analysis, is a highly effective approach for detecting anomalies in e-wallet
transactions within the context of this study. This research contributes to the
ongoing development of more sophisticated and efficient anomaly detection
systems and highlights opportunities for further research in applying machine
learning technology to fraud detection in the financial sector. The evaluation
metrics comparison between RNN, LSTM, and GRU models indicates that LSTM
outperforms the other models across all measured metrics, including accuracy,
precision, recall, and F1-score. This concludes that LSTM is the most suitable
model to be applied in the context of detecting anomalies in e-wallet transactions.
5.2. Recommendations

Based on the results of this study, there are several recommendations that can
be given for further development in the detection of anomalies in e-wallet
transactions. First, it is recommended to explore other machine learning models for
comparison. In addition to RNN, LSTM, and GRU, models such as Transformer,
Random Forest, Gradient Boosting, and Support Vector Machine (SVM) should be
evaluated. This exploration may help identify models that offer different or
complementary strengths in detecting anomalies. Performance evaluation of each
model is carried out using metrics such as accuracy, precision, recall, and F1-score
to understand the strengths and weaknesses of each.

Second, the spatio-temporal features can be further explored and potentially
enriched. Additional features such as the type of transaction location (e.g., ATM,

retail store, online), specific transaction times (e.g., during business hours, on
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weekends), and user mobility patterns may provide deeper insights. These enhanced
features could help in identifying suspicious transactions more accurately. These
features can provide additional context that is useful for identifying suspicious
transactions. It is also important to study the transaction patterns of users from a
spatial-temporal perspective to understand their habits. With this information, we
can develop a model that is more adaptive to the user's normal habits, so that it is
more accurate in detecting anomalies. In addition, it is also necessary to analyze the
pattern of transaction recipients. Understanding the recipient's habits can help
detect anomalies that may occur due to behavioral changes from both the sender
and receiver.

Third, conduct real-time testing to test the model's performance under real-
world conditions. This test can be done with real-time transaction simulations to
see how the model detects anomalies in real time. In real-time situations, we can
measure model performance with metrics such as response time, detection
accuracy, and system reliability. This testing is important to ensure that the model
can function properly in a dynamic operational environment. After successfully
passing the simulation test, the next step is to implement the anomaly detection
system in a real operational environment. This involves integrating with existing
transaction systems and ensuring the model can process data efficiently and
effectively in real-time.

By implementing these recommendations, it is hoped that the anomaly
detection system can become more sophisticated, responsive, and accurate in
identifying suspicious transactions. This implementation is also expected to be
widely adopted in the financial industry, make a significant contribution to
improving the security of electronic wallet transactions, and provide practical
benefits for the financial industry in an effort to prevent fraud and transaction

anomalies.
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