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ABSTRACT 

The advancement of technology has made the dissemination of videos increasingly massive 

and widespread, making it very easy for anyone to access them at this time. Not only the 

dissemination of videos, but even the creation of videos is becoming easier and can be done by 

anyone. With the development of the times, now the media for video broadcasting is becoming 

more and more numerous and diverse with various innovations from each platform provider. 

Because of this, it is also related to the reach of viewing access. Viewing access that was 

originally public through media such as television (TV) and cinemas, is now rapidly evolving 

into media convergence that brings integrated viewing closer to the public. Therefore, an effort 

is needed to utilize technological advancements to help or alleviate the work of an institution 

that directly faces the impact of media convergence, one of which is the utilization of artificial 

intelligence (AI) for film censorship. In film censorship, there are many aspects or factors that 

influence whether a content or scene is deemed suitable for censorship, some of which are 

pornography and violence factors, of course, based on the rules established by Law Number 33 

of 2009 concerning Film and Government Regulation Number 18 of 2014 concerning the Film 

Censorship Institution (LSF). In the film industry, the use of AI technology has experienced 

significant development. One important aspect in film production and distribution is the 

censorship process to ensure that the film complies with age classification guidelines, ethical 

norms, and applicable legal regulations. The film censorship process, which involves 

identifying and removing inappropriate content, has long been a time-consuming task 

involving significant human resources. With the development of Large Language Models 

(LLMs) that can be used to analyze video, images, sound, and text, there is potential to 

automate and improve the efficiency of the film censorship process while ensuring that the 

censorship quality is maintained. 
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CHAPTER I 

INTRODUCTION 

 

1.1. Background 

 

The viewing access that was originally public through media such as television (TV) and 

cinemas, is now rapidly evolving into media convergence that brings integrated viewing 

closer to the public. Therefore, an effort is needed to utilize technological advancements to 

help or alleviate the work of an institution directly facing the impact of this media 

convergence, one of which is the utilization of Artificial Intelligence (AI) for film 

censorship. 

 

Artificial Intelligence (AI) is a field developed through the combination of many subjects. 

In simple terms, AI involves giving machines human-like intelligence, simulating human 

thinking to assist people in problem-solving and to realize more sophisticated applications 

such as computer-assisted production and human life. Artificial intelligence, a branch of 

computer science, is considered one of the three most advanced technologies (genetic 

engineering, nanotechnology, and artificial intelligence) in the 21st century. AI modifies or 

adapts computers to mimic human actions (including predictions or robot control), thus 

making them more accurate. AI has experienced rapid development in the last 30 years and 

has been widely used in various academic fields in many countries. For computers to act or 

resemble humans, they must be equipped with knowledge and have the ability to reason. 

The application of AI is diverse, and the goals of AI systems can be divided into four 

categories: 

1. System that can think like a human (Bellman, 1978) 

2. System that can think rationally (Winston, 1992) 
3. System that can act like a human (Rich and Knight, 1991) 

4. System that can react rationally (Nilsson, 1998) 

 

1.2. Problem Statement 

The large number of films that require censorship involves significant manpower. 

Traditionally, this process entails playing films on a monitor/television/widescreen from data 

stored on CDs (Compact Discs), DVDs (Digital Video Discs/Digital Versatile Discs), flash 

drives, or hard drives, with each film being watched and evaluated manually by human censors. 

Therefore, there is a need for technological innovation to address this issue. To resolve this 

challenge, a technological solution is required that can alleviate and assist in the film censorship 

process. 

 

1.3. Research Question 

• How can technology alleviate and assist in the film censorship process? 

• What testing methods can be used to facilitate and support the film censorship process? 

• What achievements/results will be provided? 

1.4. Research Purpose 

• Conducting research on the use of AI technology that can alleviate and assist in the film 
censorship process. 
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• Testing the capabilities of Large Language Models (LLMs) to analyze video content in 
the film censorship process. 

• Providing results in the form of recommendations for determining the age classification 

of a censored film. 

 

1.5. Significance of The Study 

The focus of this research is on how the use of AI can alleviate and assist in the film censorship 

process. This is achieved by utilizing the capabilities of Large Language Models (LLMs) to 

analyze video content in the film censorship process, thereby providing recommendations for 

determining the age classification of a censored film. 

 

1.6. Scope Research 

The scope of the research focuses on the utilization of LLMs, specifically Video-LLaVA, using 

Prompt Engineering. 
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CHAPTER V 

CONCLUSION 

 

 

1. 1. Conclusion 

 

Based on the implementation and testing conducted, the following conclusions can be drawn: 

1. Testing Video-LLaVA Without Prompt Engineering: The output from Video-LLaVA 

testing without using prompt engineering is not optimal and does not meet the expected 

results. 

2. Testing Video-LLaVA Using Single Age Classification Prompt Engineering: Testing 

with Single Age Classification Prompt Engineering produces optimal results, aligning 

with the expected output for each age classification or film censorship requirement. 

3. Testing Video-LLaVA Using Simultaneous All Age Classifications Prompt 

Engineering: Testing with Simultaneous All Age Classifications Prompt Engineering 

successfully sorts age classifications based on the content/scenes of the film in a single 

process. This approach is significantly effective and efficient, yielding optimal results 

that meet the expected age classification outputs for film censorship. When a film is 

processed using this method, it provides an age classification output that accurately 

reflects the film’s classification according to applicable standards or regulations. 

4. Implications for Future Use: The results suggest that Video-LLaVA technology based 

on Large Language Models (LLM), when used with Prompt Engineering, could serve 

as an alternative solution for employing Artificial Intelligence. This approach is 

expected to assist and streamline the film censorship process, making the task more 

manageable and efficient for The Film Censorship Board of the Republic of Indonesia. 
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